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A B S T R A C T   

This paper introduces an innovative functional magnetic resonance imaging (fMRI) protocol to study real verbal 
interactions while limiting the impact of speech-related movement artefacts. This protocol is based on a sparse 
sampling acquisition technique and allowed participants to complete a referential communication task with a 
real interaction partner. During verbal interactions, speakers adjust their verbal productions depending on their 
interlocutors’ knowledge of the referents being mentioned. These adjustments have been linked to theory of 
mind (ToM), the ability to infer other’s mental states. We thus sought to determine if the brain regions supporting 
ToM would also be activated during a referential communication task in which participants have to present 
movie characters that vary in their likelihood of being known by their interlocutor. This pilot study establishes 
that the sparse sampling strategy is a viable option to study the neural correlates of referential communication 
while minimizing movement artefacts. In addition, the brain regions supporting ToM were recruited during the 
task, though specifically for the conditions where participants could adjust their verbal productions to the in
terlocutor’s likely knowledge of the referent. This study therefore demonstrates the feasibility and relevance of a 
sparse-sampling approach to study verbal interactions with fMRI, including referential communication.   

1. Introduction 

There is convincing evidence that during verbal interactions, 
speakers adjust the words that they use as a function of the knowledge 
held by the person they are interacting with (i.e. their interlocutor). For 
instance, a seminal study by Isaacs and Clark (1987) revealed that 
speakers more often use the names of New York monuments when they 
have to present these monuments to someone who is from New York, 
compared to when they have to present the same monuments to some
one who is not from New York. That study as well as subsequent refer
ential communication studies (Achim, Achim, & Fossard, 2017; Achim, 
Fossard, Couture, & Achim, 2015; Heller, Gorman, & Tanenhaus, 2012; 
Isaacs & Clark, 1987; Wu & Keysar, 2007) showed that speakers 

sometimes use names when presenting referents (e.g. places, objects or 
characters) that their interlocutor did not previously know, but then 
typically add descriptors along with the names, which allows the 
interlocutor to identify the target referent (Achim et al., 2015; Heller 
et al., 2012). It thus seems that even if speakers can be affected by 
egocentric biases linked to their own perspective or own knowledge (e.g. 
using privilege information that the interlocutor does not possess; Wu & 
Keysar, 2007), they nonetheless also adjust their verbal productions 
depending on their interlocutor’s knowledge of the referents. 

In a previous study (Achim et al., 2015), we sought to determine 
whether speakers would also adjust the way they present movie char
acters when their interlocutor’s knowledge of these characters has not 
been previously established and hence has to be estimated in real-time. 
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The results revealed that participants indeed adjusted their choices of 
referring expressions, adding descriptors along with the names more 
often when presenting referents (here movie characters) that the other 
person was less likely to know (e.g. “it is Leonidas from the movie 300, 
he has a beard and a red cape”) than when presenting very well-known 
characters that the other person was hence very likely to know (e.g. “it’s 
Harry Potter”). In addition, we observed that speakers adjusted the 
amount of information that they provided, with less information pro
vided when the other person was very likely to know the character and 
more information provided when the other person was less likely to 
know the character (in the example above, the name “Leonidas”, the 
movie title “300”, and two pieces of descriptive information, “beard” 
and “red cape”). Interestingly, these adjustments were significantly 
correlated with participants’ performance on a typical, story-based 
theory of mind (ToM) task (the Combined stories task; Achim, Ouellet, 
Roy, & Jackson, 2012; Achim & Thibaudeau, 2018; Thibaudeau, Leg
endre, Villeneuve, Cellard, & Achim, 2018). ToM refers to the ability to 
infer the mental states of others, and in that study (Achim et al., 2015) 
the participants who showed better ToM abilities also adjusted their 
verbal productions to a greater extent during the social interactions. 
ToM thus seems implicated in assessing the interlocutor’s likely 
knowledge for new referents presented by the speakers during verbal 
interactions, at least when presenting referents for which prior knowl
edge by the interlocutor has never previously been established. 

At the neurobiological level, ToM judgments involve a relatively 
consistent set of brain regions including the medial prefrontal cortex, the 
precuneus, the temporo-parietal junction and the superior temporal 
sulcus (Lavoie, Vistoli, Sutliff, Jackson, & Achim, 2016; Schurz, Radua, 
Aichhorn, Richlan, & Perner, 2014; Spreng, Mar, & Kim, 2009). While it 
could be expected that the brain regions supporting ToM would be 
recruited when a speaker interacts verbally with another person whose 
likely knowledge is relevant to adjust communicative choices, technical 
challenges have limited the number of studies addressing the neural 
correlates of verbal interactions or referential communication. First, 
brain imaging techniques are sensitive to movement artefacts, including 
those resulting from speech production. Second, during MRI protocols, 
participants are lying on their back in a small noisy space, which makes 
verbal interactions challenging. Because of these challenges, very few 
fMRI studies have examined live verbal interactions between two peo
ple. Finding ways to study the neural correlates of language production 
during real verbal interactions is thus an important challenge to over
come in order to study the communicative aspects of language pro
duction. While we here focus on adjustments linked to the interlocutor’s 
likely knowledge and are interested in the eventual involvement of the 
brain regions also linked to ToM, finding ways to study language pro
duction in the context of an interaction with a real interlocutor is 
important more globally in order to favour ecological validity of lan
guage production studies, i.e. ensure that “the methods, materials, and 
setting […] approximate the real-world that is being examined” 
(Schilbach, 2015, p.159). 

An interesting approach used in at least three previous fMRI studies 
of real verbal interactions was to examine brain activation during the 
phase in which speakers prepare their verbal utterances (Kuhlen, Bogler, 
Brennan, & Haynes, 2017; Willems et al., 2010) in order to limit the 
impact of artefacts linked to speech production. The study by Willems 
et al. (2010) revealed greater activation in the dorsomedial prefrontal 
cortex (dmPFC) in a condition in which the interlocutor needed to 
identify a target word from the verbal instructions provided by the 
speaker compared to when the interlocutor already knew the target 
word. The study by Kuhlen et al. (2017) asked participants to give in
structions to an interaction partner through a live audiovisual stream or 
to speak outside of a conversational context (allegedly to calibrate the 
microphone). Using multivariate pattern analyses, the authors identified 
three brain regions that showed different patterns of activation between 
their two conditions, namely the ventromedial prefrontal cortex 
(vmPFC) and the left and right ventrolateral prefrontal cortex. Finally, 

the study by Vanlangendonck et al. (2018) used a referential commu
nication task in which participants in the scanner described a target 
object either to a listener outside of the scanner who needed to identify 
the target object in a grid, or to themselves. Activation again emerged in 
the medial prefrontal cortex when contrasting the trials that involved 
(communicative trials) versus the trials that did not involve the inter
action partner (non-communicative-trials). Overall, these pioneer 
studies all suggested an implication of the medial prefrontal cortex, a 
brain region often linked to ToM, when participants prepare what they 
will say to an interaction partner with whom they are performing a 
collaborative task (versus non-interactive conditions). 

Additionally, the study by Vanlangendonck et al. (2018) also con
trasted different types of referential communication trials that the 
speakers performed with the interaction partner. In all trials, some 
distracter objects were visible to both participants (common ground) 
while other distracter objects were visible only by the speaker (privi
leged ground). The authors manipulated whether speakers had to 
consider the objects in priviledge ground to communicate efficiently 
with the listener, and they observed greater activation in the dmPFC and 
bilateral temporoperietal junctions for the trials in which priviledge 
ground information was relevant to adjust communication. These brain 
regions partially overlaped with those activated by a ToM localizer task, 
and the authors suggested that the ToM brain network “plays a crucial 
role when speakers have to consider which information they share with 
their addressee” (Vanlangendonck et al., 2018). 

In addition to these studies targeting the preparation phase, at least 
two studies looked at brain activation during a task in which pairs of 
participants communicated verbally (Jasmin et al., 2019; Spiegelhalder 
et al., 2014). In Spiegelhalder et al. (2014), the task did not allow for an 
interaction between the two partners, who in turn spoke about personal 
events (using a noise cancelling microphone system) or listened 
passively while the other participant spoke. The analyses targeting the 
period when the participants were speaking (versus baseline) revealed 
activation in brain areas previously linked to language production, 
including the primary motor, premotor, supplementary motor and 
cerebellar areas. No significant activation was found in brain areas 
linked to ToM, likely reflecting the non-interactive nature of the task. In 
Jasmin et al. (Jasmin et al., 2019), participants engaged in informal 
conversations with the experimenter during the full fMRI run and, given 
“the lack of appropriately spaced baseline periods during naturalistic 
conversation” (p. 811), the analyses focused on the pattern of functional 
connectivity. The study included healthy participants and people with 
autism, and increased interregional correlations were observed in peo
ple with autism relative to the healthy controls. 

Other previous fMRI studies have allowed their participants to 
communicate through other, non-verbal means such as eye gaze, hand 
movements or facial expressions, either directly or through a video 
camera (e.g. Bilek et al., 2015; Cavallo et al., 2015; Guionnet et al., 
2012; Koike et al., 2016; Redcay et al., 2013; Redcay et al., 2010; Stolk 
et al., 2014). Some of these studies involved the realization of a 
collaborative task with an interaction partner (Bilek et al., 2015; Redcay 
et al., 2013; Stolk et al., 2014). For example, in the study by Bilek et al. 
(2015), participants used eye gaze to inform the other person about the 
location on the screen of a target that the other person could not see. 
These studies mainly used hyperscanning (i.e. scanning two participants 
concurrently) and targeted interindividual synchronization of brain 
activation, rather than reporting the patterns of activation linked to the 
task demands per se. Overall, these studies paved the way for the study 
of real social interactions using fMRI, yet verbal interactions with a real 
interaction partner have been limited by the challenge of controlling for 
movement artefacts on the fMRI images and by the noisy environment. 

The current study aimed to introduce the use of sparse sampling fMRI 
to study brain activation during a referential communication task. 
Sparse sampling fMRI acquisitions include silent delays between volume 
acquisitions, thereby allowing overt vocal responses without motion- 
induced artefacts (Birn, Bandettini, Cox, Jesmanowicz, & Shaker, 
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1998; Gracco, Tremblay, & Pike, 2005; Hall et al., 1999a, Hall et al., 
1999b). This strategy had not yet been employed to study real-time 
verbal interactions. 

In our referential communication task performed during fMRI 
acquisition, the speaker (in the scanner) presented a series of movie 
characters to his/her interlocutor (participating to the task in the control 
room nearby). While we expected to observe brain activation linked to 
speech production (e.g. motor areas, left inferior frontal gyrus, etc.) and 
to the perception of the visual stimuli (visual areas), we were particu
larly interested to establish whether the brain regions linked to ToM 
judgments (i.e. the medial prefrontal cortex, precuneus, temporo- 
parietal junction and/or superior temporal sulcus) would also be 
recruited during our referential communication task. More specifically, 
we aimed to determine if activation in these regions would emerge 
either across all referential communication trials, or would come into 
play more specifically for trials in which the interlocutor’s knowledge of 
the movie characters, or lack thereof, had to be estimated in real-time. 

2. Method 

2.1. Participants 

Fourteen healthy participants took part in this pilot study (9 men; 
mean age = 24.5 years, SD = 4.0, range = 20–34; mean of 17.5 years of 
education, SD = 3.6; range = 11–24). All were right-handed (average 
laterality quotient = 79.9, SD = 14.9 (Oldfield, 1971), had French as 
their first language, had normal or corrected-to-normal vision and no 
self-reported history of speech, voice, language or neurological disor
ders. The study was approved by the Research Ethics Board of the Centre 
intégré universitaire de santé et de services sociaux de la Capitale- 
Nationale (neuroscience and mental health division; project 
#339–2013) and all participants provided informed consent before 
being enrolled in the study. 

2.2. Overview of the procedure 

The experiment entailed two visits. During the first visit, participants 
completed a series of cognitive tasks and questionnaires (not used for the 
current study). In preparation for the experimental task, they were 
presented with a large set of image stimuli and were asked to report 
whether they knew the movie/TV characters presented in each image. 
For the characters that they knew, they were also asked to identify the 
character. As detailed below, this was done to create individualized 
stimuli sets for each participant. 

The second visit consisted in the fMRI session during which partici
pant completed a referential communication task with a confederate (E. 
T.), who was presented as being a naive participant. A practice version of 
the task was first performed with the confederate outside of the scanner, 
followed by the scanning session. 

2.3. Stimuli used for the experimental task 

The stimuli consisted in portrait pictures of characters from movies 
and TV shows. A series of online surveys were conducted to retain only 
the stimuli that presented either a character that most women in their 
twenties in Quebec City typically know (the ‘typically known’ category) 
or a character that women in their twenties in Quebec City would not 
typically know (the ‘typically unknown’ category). These surveys tar
geted women in their twenties given that the confederate with whom 
participants performed the referential communication task was a 
woman in her twenties. Further details about these surveys are pre
sented as Supplementary material. 

For the referential communication task performed during fMRI 
scanning, the following categories of stimuli were included:  

(1) Characters that the participant knew and that are typically known 
according to our surveys (known-known condition, KK);  

(2) Characters that the participant knew and that are not typically 
known according to our surveys (known-unknown condition, 
KU);  

(3) Characters that the participant did not know and that are not 
typically known according to our surveys (unknown-unknown 
condition, UU). 

The characters that the participant did not know and that are typi
cally known according to our surveys were not retained for the task for 
several reasons. First, participants knew most of the typically known 
characters. Second, the adjustments in verbal productions identified in 
our previous studies (Achim et al., 2017; Achim et al., 2015) focused on 
the characters that the participants knew, given that if you do not know 
a character you can only provide descriptive information. Third, if 
someone does not know a character, he/she is not in a position to 
differentiate whether most people would know that character or not, 
and hence a single category of characters that the participants them
selves did not know seemed sufficient, also allowing a greater number of 
trials for our conditions of interest (KK, KU and UU). 

For each of our three conditions of interest, we aimed to retain 25 
characters. In order to reach this number for most participants, our 
stimulus database included 35 typically known characters and 180 
typically unknown characters (including male and female characters). 
The greater number of stimuli for the typically unknown characters 
reflects the fact that the participants themselves knew a smaller pro
portion of these characters and as a result we needed more stimuli to 
reach 25 characters to include in the KU category. For four participants, 
some trials nonetheless had to be replaced by fixation crosses since they 
did not know 25 characters either for the KK (N = 2 with 22 or 21 trials) 
or the KU condition (N = 2 with 23 or 20 trials). 

2.4. Referential communication task 

During the fMRI task, the participant communicated verbally with 
the interlocutor (a confederate presented as being another participant) 
using a high-quality MRI compatible optical omnidirectional micro
phone (MO-2000, Sennheiser). As shown in Fig. 1A, the same computer 
was used to project the stimuli on the screen that the participant saw in 
the scanner and to concurrently display three images on the screen that 
the interlocutor saw while seated in the control room outside the magnet 
room. For each trial, participants were asked to present the character 
verbally to the interlocutor so that she could identify the target character 
within her set of three images (the target character and two distracters). 
The three images appearing on the screen of the interlocutor were 
randomly selected, with the only constraint that the three images were 
either all of likely known or all of likely unknown characters. The 
interlocutor listened to the participant through earphones and selected 
the target character that she could identify by pressing the corre
sponding response key on her keyboard. Participants were aware that 
the interlocutor had to select the target character among three images, 
but they were not informed that there were different conditions to the 
task. 

The interlocutor was a 24-year-old woman who knew all the typi
cally known characters and was trained to act as if she knew none of the 
typically unknown characters. More specifically, for the typically un
known characters (identified on the interlocutor’s screen by red 
numbers above each of the three images) she was trained to use only the 
descriptive information provided by the participant as cues to identify 
the target character, and to disregard any information that was not 
visually presented in the image, such as the name of the character, the 
name of the movie or TV show, or any other information linked to the 
movie or TV show. This manipulation ensured that all participants 
interacted with an interlocutor who displayed a typical level of knowl
edge about movie characters. Participants were not aware of which 
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characters the interlocutor knew. Thus, to estimate the likelihood that 
the interlocutor would know each new character, they had to rely on: (1) 
their own judgments about how well-known a character was and/or (2) 
their own estimation of the level of knowledge about movie/TV char
acters held by the interlocutor, as suggested by the feedbacks from 
previous trials. 

As presented in Fig. 1B, each trial began with the presentation of the 
target stimulus on the participant’s screen for 5000 ms. The scanner 
gradients were turned off during the presentation of the stimulus (i.e. 
sparse sampling fMRI acquisition), allowing the participant to present 
the character verbally without interference from the noise and without 
creating movement artifacts in the fMRI images. Then, a stop signal was 
presented for 360 ms, which indicated to the participant to stop talking 
before the acquisition of the next volume began. This stop signal also 
provided feedback on whether the interlocutor had identified the target 

character among the three images displayed on her screen. Next, a fix
ation cross was presented for 2140 ms while an fMRI volume was ac
quired. These time intervals were determined such that the fMRI 
volumes be acquired at the time when the hemodynamic response is 
expected to peak (i.e. about 5–6 s after the beginning of the trials), also 
allowing sufficient time for the participants to verbally present the 
characters. Twenty-five (25) fixation trials were also included in the 
design. For these trials, a fixation cross was presented for 5360 ms with 
the gradients turned off and remained on the screen for an additional 
2140 ms during which the volume was acquired. Experimental and 
control trials were presented in a pseudo-random order, and the design 
was optimised using Optseq2 (http://surfer.nmr.mgh.harvard.edu/opt 
seq/). The task was implemented in the software Presentation 16.5, 
which was also used to record the interlocutor’s response choices. The 
same computer also recorded the verbal productions of the participants 

Fig. 1. Illustration of the experimental setup (A) and illustration of the sequence of events presented one after the other during each task trial.  

A.M. Achim et al.                                                                                                                                                                                                                               

http://surfer.nmr.mgh.harvard.edu/optseq/
http://surfer.nmr.mgh.harvard.edu/optseq/


Brain and Cognition 154 (2021) 105801

5

using Audacity 2.0.5. 

2.5. Image acquisition 

High-resolution anatomical and functional data were acquired with a 
3 T Philips Achieva TX MRI scanner at the Clinic IRM Québec-Mailloux 
in Quebec City. The structural scans were acquired with a T1-weighted 
MPRAGE sequence (TR/TE = 8.2/3.7 ms, isotropic voxel size = 1 mm3, 
256 × 256 matrix, 180 slices/volume, no gap). Single-shot EPI images 
were acquired using a SENSE factor of 2 to reduce the number of phase 
encoding steps and a sparse sampling acquisition paradigm wherein 
each volume was followed by a period during which the gradients were 
turned off (“silent period”; Eden, Joseph, Brown, Brown, & Zeffiro, 
1999; Edmister, Talavage, Ledden, & Weisskoff, 1999; Gracco et al., 
2005; Hall et al., 1999a, Hall et al., 1999b). A total of 113 functional 
images were acquired in a single run (TR/TE = 7500/30 ms, 40 axial 
slices, voxel size = 3 mm3, no gap; matrixSD = 80 × 80, FoV = 240 ×
240 mm; 2140 ms of scan time followed by 5360 ms of silence). Four 
dummy scans were used at the beginning of the sequence to allow the 
MRI signal to stabilize. 

2.6. Behavioural data processing and analyses 

The verbal productions were first transcribed verbatim. Then, for 
each character, each element of information provided in the verbatim 
was separately coded by two independent research assistants using the 
procedure developed by Achim et al. (2015). For example, if a partici
pant said “it is Leonidas from the movie 300, he has a red cape and a 
black beard”, this referring expression1 would be coded as including two 
pieces of Character-related information (i.e. the name of the character 
“Leonidas” and the movie title “300”) and two elements of Descriptive 
information ("red cape" and "black beard"). Additional elements in the 
verbal productions were categorized as Other, which included incom
plete statements, mostly observed at the end of the trials and linked to 
the appearance of the stop signal (e.g. “he has a…”), false information 
(e.g. naming the wrong character), or information about the actors that 
participants were asked not to mention so that they focus on presenting 
the characters. 

ANOVAs were used to compare the three task conditions (KK, KU, 
UU) for:  

1) The total number of elements of information per trial;  
2) The number of elements of information separately for each category 

(Character-related information, Descriptive information and Other);  
3) The percentage of trials in which the characters were presented using 

only character-related information, only descriptive information or 
both character-related and descriptive information;  

4) The percentage of characters correctly identified by the interlocutor. 

T-tests were then used to decompose the significant effects for each 
pairs of conditions. 

2.7. fMRI analysis 

2.7.1. Pre-processing 
The images were first visually inspected and no problem was 

detected at this stage, leading to the inclusion of all participants in the 
subsequent analyses. The time series were then spatially registered, 
motion-corrected, de-spiked, mean normalized and smoothed with a 
Gaussian 6 mm FWHM filter using AFNI (Cox, 1996). For motion 
correction, all time points occurring during excessive motion (i.e. >1 
mm/degree) were excluded (Johnstone et al., 2006) from the regression 

using AFNI’s censor function, which led to the exclusion of 6.66% of the 
volumes. 

2.7.2. Individual-level analysis 
Three separate regressors were created, one for each experimental 

condition (KK, KU, UU). Additional regressors included the mean, linear 
and quadratic trend components as well as the six motion parameters (x, 
y, z and roll, pitch and yaw). A 1-parameter block basis response func
tion (fixed-shape regression; AFNI model BLOCK of length 5 sec, which 
corresponded to picture duration) was used to fit our statistical model 
and BOLD signal. The anatomical and functional datasets were spatially 
normalized to the Talairach version of the Colin_N27 template (TT_N27) 
using the 12-parameter affine transform implemented in AFNI 
(@auto_tlrc program). The T1 image was first normalized to the tem
plate, and then the T2 images were normalized to the normalized T1 
images. The group analyses were performed on the participants’ beta 
values resulting from the first level analysis. 

2.7.3. Design-specific hypotheses and group-level analyses 
To test whether the brain regions supporting ToM were activated 

during referential communication trials in general, the first analysis 
consisted in the conjunction of the three experimental conditions, which 
highlights the brain regions showing significant activation or significant 
deactivation relative to baseline across all conditions. 

To determine if the brain regions supporting ToM are more specif
ically active when the other person’s knowledge or lack thereof needs to 
be taken into consideration, we used a whole-brain one-way repeated 
measures ANOVA with conditions as the within-subject factor (KK, KU, 
UU), followed by t-tests comparing each pairs of conditions. 

For all group analyses, a cluster correction for multiple comparisons 
was implemented using AFNI’s 3dClustSim. This procedure revealed 
that a family-wise error (FWE) rate of p < 0.05 is achieved with a 
minimum cluster size of 112 contiguous voxels each significant at p <
0.01. 

3. Results 

3.1. Behavioural results 

The behavioural results and statistics are presented in Table 1. 
Despite the time limitation (5000 ms. to present each character), the 
number of information used to present each character was closely 
matched to that observed in our prior behavioural study in which there 
was no time limit (Achim et al., 2015). More specifically, participants 
used a mean of 1.79 pieces of information for the KK condition in this 
study versus 1.83 for the likely-known characters in our previous study, 
and 2.13 and 2.27 pieces of information for the KU and UU conditions in 
this study versus 2.29 for the likely-unknown characters in our previous 
study. There were some instances where participants interrupted what 
they were about to say because of the stop signal, but it was not very 
frequent (2.9 instances per subject on average across all three condi
tions, with a range of 0–8 instances for the different subjects). 

Participants used significantly more elements of information in their 
referring expressions when presenting characters that are not typically 
known (KU and UU) than when presenting well-known characters (KK). 
When they did not know the characters (UU), participants used more 
elements of descriptive information and fewer elements of character- 
related information (i.e. almost none) than for the two conditions for 
which they knew the characters (KK and KU). When the participants 
knew the characters, the amount of character-related information was 
greater for characters that the interlocutor was likely to know (KK) than 
not likely to know (KU). The use of descriptive information showed the 
reverse pattern, with more descriptive information for KU than KK. 

The same analyses were also repeated looking at the number of 
words used to present the characters, instead of the number of pieces of 
information, and these results are provided in the Supplement, Table S1. 

1 Expression used by a speaker to identify a target item or person (here a 
movie character). 
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As presented in Table 1B, there were more trials in which character- 
related information was accompanied by descriptive information for the 
KU condition than for the KK condition, where character-related infor
mation was more often used alone. The UU condition also significantly 
differed from the other two conditions since descriptive information was 
almost exclusively used for these trials (see Table 1B). 

As presented in Table 1C, the interlocutor identified a significantly 
greater proportion of characters in the KK condition relative to both the 
KU and UU conditions, and in the UU condition relative to the KU 
condition. The incorrect trials were mainly misses (trials for which no 
response was provided within the allocated time), with very few 
incorrect answers (<2% of trials). 

3.2. fMRI results: similarities between the conditions (conjunction) 

As shown in Fig. 2A, the conjunction analysis revealed one large 
cluster of positive activations, with 14,067 voxels activated in all three 
conditions. This cluster included the bilateral lingual/occipital cortex, 
bilateral precentral and postcentral gyrus, left middle and inferior 
frontal gyrus, bilateral superior temporal gyrus, thalamus, striatum and 
cerebellum. The conjunction also identified a cluster of negative acti
vation in the anterior cingulate (239 voxels). 

3.3. fMRI results: differences between the conditions (ANOVA and t-tests) 

As shown in Fig. 2B and listed in Table 2A, the ANOVA revealed 

Table 1 
Behavioural results.   

Mean (SD) One-way ANOVA t-tests comparing the pairs of 
conditions  

KK KU UU F p KK vs. KU KK vs. UU KU vs. UU 

A. Number of pieces of information used per character* 
Total 1.83 (0.43) 2.13 (0.44) 2.27 (0.49)  8.22  0.002 p = .002 p = .008 p = .200 
By type:         
Character-related 1.28 (0.22) 1.01 (0.32) 0.01 (0.15)  192.66  <0.001 p = 0.001 p < .001 p < .001 
Descriptive 0.43 (0.34) 0.97 (0.53) 2.06 (0.45)  116.84  <0.001 p < .001 p < .001 p < .001 
Other 0.12 (0.19) 0.14 (0.21) 0.20 (0.33)  1.50  0.243 – – – 
B. Percentage of trials including the different types of information* 
Trials including character-related AND descriptive information 31.5% (23.4) 42.6% (25.1) 0.6% (1.7)  25.9  <0.001 p = .030 p < .001 p < .001 
Trials with only character-related information 65.8% (25.2) 37.8% (31.2) 0.0% (0.0)  47.6  <0.001 p < .001 p < .001 p = .001 
Trials with only descriptive information 2.7% (5.5) 19.7% (18.8) 99.3% (1.7)  351.0  <0.001 p = .002 p < .001 p < .001 
C. Identification of the target character by the interlocutor 
Recognition rate 98.8% (2.7) 47.8% (20.1) 84.5% (14.9)  64.5  <0.001 p < .001 p = .003 p < .001 

*See Table S2 in the Supplement for the same analyses performed with non-parametric tests. 

Fig. 2. Results from the conjunction analysis (A) and from the overall comparison between the three task conditions (B).  
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several brain regions that showed significant differences in brain acti
vation across the conditions (KK, KU, UU). These regions included the 
bilateral temporo-parietal junction (TPJ), the precuneus and the medial 
prefrontal cortex (mPFC), as well as bilateral areas of the temporal, 
frontal and occipital cortex. 

The results of the paired-sample t-tests between each pair of condi
tions are presented in Fig. 3 and Table 2 (B-D). The contrast between KK 
and UU revealed greater activation for the KK condition in the bilateral 
TPJ, the precuneus, the mPFC, the left dorsolateral prefrontal cortex 
(DLPFC), the bilateral inferior frontal gyrus extending into the insula, as 
well as the bilateral middle/superior temporal gyrus. Greater activation 
in the UU condition (versus KK) was observed in two clusters encom
passing respectively the left and right middle occipital gyrus, fusiform 
gyrus and extending into the superior parietal cortex. 

The contrast between KU and UU revealed greater activation for the 
KU condition in the left TPJ, the precuneus, the mPFC and the left 
DLPFC. Greater activation in the UU condition (versus KU) was observed 
in the occipital cortex and superior parietal cortex bilaterally, forming a 
single cluster in the right hemisphere and two separate clusters in the 
left hemisphere (see Table 2 and Fig. 3). 

The contrast between KK and KU revealed greater activation in the 
KK condition in the left TPJ and bilaterally in clusters at the junction 
between the inferior prefrontal cortex and the insula. No region showed 
significantly greater activation for KU relative to KK. 

4. Discussion 

This pilot study introduces a novel fMRI research paradigm taking 
advantage of sparse-sampling fMRI to examine the neural correlates of 
referential communication. While it can be challenging to study online 
verbal interactions between a participant in the MRI scanner and a real 
interlocutor because of the noise and artefacts related to speaking, our 
paradigm allowed for real verbal communication while minimising the 
interference from noise and movement artefacts. 

The referential communication task used for this study required that 
the participants present a series of movie characters to their interlocutor, 
and we first examined the brain activation that was common to all three 
task conditions of the referential communication task (KK, KU and UU 
relative to baseline) using a conjunction analysis. This analysis revealed 
a single, widespread cluster of activation consistent with the nature of 
the task, which involves the presentation of visual stimuli (pictures of 
movie/TV characters) as well as the planning and production of complex 
overt verbal responses (see Fig. 2A). 

Table 2 
fMRI results.  

Brain regions Hemisphere x y z F Nb. of 
voxels 

A. ANOVA comparing KK, KU and UU 
Precuneus, cuneus 

and posterior 
cingulate 

Left − 4 − 52 17 59.5 1679 

Temporo-parietal 
junction (TPJ), 
superior/middle 
temporal gyrus, 
inferior frontal 
gyrus and insula 

Left − 46 − 64 35 47.0 1419 

Superior and middle 
frontal gyrus, 
medial prefrontal 
cortex (mPFC), 
anterior cingulate 

Left − 22 26 50 28.6 1299 

Middle and inferior 
occipital cortex 

Left − 25 − 61 44 36.0 756 

Middle and inferior 
occipital cortex 

Right 23 − 73 29 34.2 609 

Inferior frontal gyrus 
and anterior insula 

Right 41 23 − 4 16.2 202 

Temporo-parietal 
junction (TPJ) 

Right 44 − 70 29 15.4 175 

Middle/superior 
frontal gyrus 

Right 29 17 50 19.4 144 

Middle/superior 
temporal gyrus 

Right 65 − 19 − 4 21.2 119 

B. Contrast between KK and UU 
KK > UU       
Temporo-parietal 

junction (TPJ), 
superior/middle 
temporal gyrus, 
inferior frontal 
gyrus and insula 

Left − 46 − 67 35 11.85 1279 

Precuneus, cuneus, 
posterior 
cingulate, and 
cerebellum 

Left − 4 − 52 17 8.28 1088 

Dorsolateral 
prefrontal cortex 
(DLPFC) and 
medial prefrontal 
cortex (mPFC) 

Left − 10 26 59 7.91 716 

Paracentral lobule Left/Right − 1 − 31 59 5.54 301 
Temporo-parietal 

junction (TPJ) 
Right 44 − 73 32 6.01 140 

Medial prefrontal 
cortex (mPFC) and 
anterior cingulate 

Left/Right − 1 56 2 5.40 138 

Middle/superior 
temporal gyrus 

Right 65 − 19 − 4 5.41 129 

Inferior frontal gyrus 
and anterior insula 

Right 44 20 − 1 4.98 113 

UU > KK       
Middle occipital 

gyrus, fusiform 
gyrus and superior 
parietal cortex 

Left − 28 − 85 8 − 9.50 603 

Middle occipital 
gyrus and superior 
parietal cortex 

Right 26 − 70 29 − 10.04 488 

C. Contrast between KU and UU 
KU > UU       
Precuneus, cuneus 

and posterior 
cingulate 

Left − 4 − 52 17 8.70 778 

Dorsolateral 
prefrontal cortex 
(DLPFC) 

Left − 31 5 56 7.55 459 

Temporo-parietal 
junction (TPJ) 

Left − 49 − 67 20 7.81 310 

Left − 10 56 5 5.74 245  

Table 2 (continued ) 

Brain regions Hemisphere x y z F Nb. of 
voxels 

Medial prefrontal 
cortex (mPFC) and 
anterior cingulate 

UU > KU       
Superior parietal 

cortex 
Left − 25 − 61 41 − 8.28 193 

Middle occipital 
gyrus and superior 
parietal cortex 

Right 23 − 73 29 − 6.47 409 

Middle occipital 
gyrus, fusiform 
gyrus and 
cerebellum 

Left − 28 − 79 11 − 7.08 398 

D. Contrast between KK and KU 
KK > KU       
Inferior frontal gyrus 

and anterior insula 
Right 53 14 − 1 5.49 144 

Temporo-parietal 
junction (TPJ) 

Left − 52 − 49 32 5.51 140 

Inferior frontal gyrus 
and anterior insula 

Left − 46 11 − 1 5.73 114  

A.M. Achim et al.                                                                                                                                                                                                                               



Brain and Cognition 154 (2021) 105801

8

We had also anticipated that if ToM is involved in taking the other 
person into account during verbal interactions, then the brain regions 
associated with ToM (Lavoie et al., 2016; Schurz et al., 2014; Spreng 
et al., 2009) should also be solicited during our interactive referential 
communication task, designed to trigger spontaneous verbal adjust
ments based on the other person’s likely knowledge about the characters 
from different movies or TV shows (Achim et al., 2017; Achim et al., 
2015). Previous behavioural studies (Achim, Guitton, Jackson, Boutin, 
& Monetta, 2013; Champagne-Lavau et al., 2009) and theoretical 
models (Brennan, Galati, & Kuhlen, 2010) have suggested that the 
collaborative verbal adjustments that occur during referential commu
nication could be linked to ToM abilities. It was thus of particular 
relevance to examine whether the brain regions typically involved 
during ToM tasks (the bilateral TPJ, mPFC and precuneus) would also be 
solicited during our referential communication task. As will be further 
discussed below, activation was indeed observed in these brain regions, 
though not across all task conditions, but rather specifically for the 
conditions in which participants could make verbal adjustments to take 
the other person’s likely knowledge into account (KK > UU and KU >

UU). 

4.1. Effect of experimental conditions 

At the behavioural level, when the participants did not know the 
characters on a given trial (UU condition) they could only use descrip
tive information to present that character to their interlocutor. This is 
reflected in the observation that nearly all of the UU trials (99.3%) 
comprised only descriptive information. In contrast, when the partici
pants knew the character, verbal adjustments to the other person’s likely 
knowledge were possible and were indeed observed in participants’ use 
of descriptive and/or character-related information, with significant 
differences in the use of different types of information between the KK 
and KU conditions (see Table 1). More specifically, character-related 
information (e.g. their name or their role in the movie) was more 
often used when the interlocutor was more likely to know the character 
(KK condition) whereas descriptive information was typically included 
when the interlocutor was less likely to know the character (KU condi
tion). This pattern of results in the choice of referring expressions is 

Fig. 3. Results from the comparisons between each pairs of condition.  
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consistent with that of prior behavioural studies (Achim et al., 2015; 
Gorman, Gegg-Harrison, Marsh, & Tanenhaus, 2013; Heller et al., 2012) 
and crucially occurs even if the participant himself knows all the char
acters in the KK and KU conditions, likely reflecting an adjustment to the 
interlocutor’s likely knowledge of the characters. 

At the neural level, the bilateral TPJ, mPFC and precuneus showed 
increased activation specifically for the KK and KU conditions, i.e. the 
two conditions in which the participants had the possibility to adjust 
how they presented the characters to their interlocutor (i.e. using either 
character-related information, descriptive information or both), as 
compared to the UU condition in which such adjustments were not 
possible (since participants can only describe the characters that they do 
not know). Together with the observation of a lack of common activa
tion in these regions in the conjunction analysis between all three con
ditions, this pattern of results suggests that ToM-related brain regions 
may be specifically recruited when judgments about the other person’s 
likely knowledge are useful to adjust verbal responses. 

In contrast, activation in ToM-related brain regions was significantly 
less prominent when the participants did not know the characters (the 
UU condition). Initially, we had considered that ToM judgments about 
the interlocutor’s likely knowledge could potentially occur even when 
participants did not know the characters. For example, the participants 
could have assumed that the interlocutor was unlikely to know a char
acter that they did not themselves know. However, these judgments 
would have been little informed, and would not have allowed the par
ticipants to adjust their choices of referring expressions because only 
descriptive information could be used to present characters that are 
unknown. The lesser activation in ToM-related brain regions for this 
condition suggests that these regions are activated specifically when 
verbal production can be consequently adjusted, lending support to the 
suggestion by Vanlangendonck et al. (2018) that the ToM brain network 
comes into play specifically when speakers have to consider which in
formation they share with their addressee. 

Importantly, ToM is not a cognitive process per see, but rather a 
complex ability that involves the coordinated recruitment of several 
cognitive processes (e.g. Achim et al., 2020; Lavoie et al., 2016; 
Schaafsma, Pfaff, Spunt, & Adolphs, 2015; Schurz & Perner, 2015). 
Hence, while this study supports the idea of a link between referential 
communication and ToM, more work will be required to firmly establish 
which cognitive processes are involved during referential communica
tion. It is noteworthy that the processes supported by the mPFC, TPJ and 
precuneus may not be specific to ToM and are likely to encompass other 
aspect of social or even non-social cognition (see Adolphs, 2009; 
Molapour et al., 2021 (In Press)). Nonetheless, the current study allowed 
us to identify that specific conditions trigger activation in the same brain 
regions typically observed for ToM tasks, namely those conditions in 
which referential adjustments are possible, and this is a major finding of 
this study. 

It is also worth mentioning that direct comparison of brain activation 
between the KK and KU conditions revealed greater activation in the left 
TPJ (as well as in the bilateral anterior insula) for the KK condition, 
while no brain region showed significantly greater activation for the KU 
condition. At the behavioural level, collaboratively adjusting one’s 
verbal productions to an interlocutor’s likely knowledge involves 
finding a balance between providing enough information and not saying 
too much (Grice, 1975). During our referential communication task, the 
type of information that was useful to the interlocutor depended on her 
knowledge of each character. For the KU condition, character-related 
information was not sufficient to guide identification of the target 
character by the interlocutor and descriptive information was thus 
needed (e.g. “he has a white hat”). For the KK condition, on the other 
hand, character-related information was sufficient for identification, 
and adding descriptive information was unnecessary. The KU and KK 
conditions thus differed in the type of collaborative referential adjust
ments that they favoured. While the additional TPJ activation observed 
here for the KK condition could potentially suggest additional ToM 

processing for that condition, several alternate hypotheses could also 
explain this result. Even if the role of this brain region in ToM judgments 
is well established (Samson, Apperly, Chiavarino, & Humphreys, 2004; 
Schurz et al., 2014), the TPJ is also recruited by a range of other tasks 
including those targeting empathic perspective-taking (Vistoli, Achim, 
Lavoie, & Jackson, 2016) and attentional control (Geng & Vossel, 2013). 
Future studies are needed to further understand the role of the TPJ 
during referential communication and the range of conditions that lead 
to an increased recruitment of this brain region. 

4.2. Additional observations beyond brain regions linked to ToM 

An interesting, unexpected result for the UU condition is the greater 
activation observed in the occipital cortex, lateral precuneus and fusi
form gyrus relative to KK and KU. Given the role of these regions in 
visual perception and visual attention (Ganis, Thompson, & Kosslyn, 
2004), activation in these areas for the UU condition could reflect 
additional examination of the visual characteristics of these characters, 
which is unsurprising given that participants could only use descriptive 
information to present the characters on these trials. This idea would 
certainly be relevant to further examine, for example using the eye- 
tracking methodology that can provide detailed information about the 
time-course of underlying processes. 

Another interesting observation is the greater activation in the left 
DLPFC for KK > UU and KU > UU, i.e. both conditions in which par
ticipants could adjust their use of character-related or descriptive in
formation. In the literature, activation in this region is linked to 
cognitive control (Niendam et al., 2012), and the left DLPFC is not 
consistently activated during ToM tasks or for other kinds of social 
judgments. Interestingly, a previous study revealed activation of the 
DLPFC during ToM judgments specifically when participants had to 
inhibit a concurrent interpretation in order to make the correct judg
ment/response (Lavoie et al. 2016). Similar processes could be at play 
during referential communication, and the paradigm that we introduce 
here could certainly be modified to more directly test that hypothesis. 

Finally, the direct comparison between the KK and KU conditions 
revealed greater activation not only in the TPJ but also in the anterior 
insula, which is part of the salience network. Menon and Uddin (2010) 
suggested that the anterior insula is involved in detecting stimuli for 
which there is a need to initiate additional attentional control. The 
greater activation for the KK condition could thus reflect the need to 
inhibit the production of superfluous descriptive information that is 
relevant only in the other two conditions (i.e. for 67% of the trials in the 
task). Here again, this suggestion awaits empirical validation and the 
current paradigm offers great opportunities for future studies that will 
take advantage of the methods to manipulate a range of factors involved 
in verbal interactions. 

Overall, this pioneer pilot study allowed us to identify a set of brain 
regions involved during referential communication and to introduce a 
paradigm that will allow further investigations into this understudied 
topic. 

4.3. Strengths, limitations and future directions 

The main strength of this study is that it introduces a research 
paradigm that allows for real-time overt verbal interactions between a 
participant and a real interlocutor, using a sparse sampling acquisition 
sequence to limit the impact of noise and movement artefact. The main 
limitation is that this was a pilot, feasibility study with a relatively small 
sample size, and as such, the current results pave the way for future 
studies in larger groups of participants but should be interpreted with 
caution given the small sample size. 

The use of a confederate who did not provide verbal feedback could 
also be considered as another limitation. More specifically, using a 
confederate is considered as a possible source of influence on the results 
of verbal interaction tasks, especially if the confederate does not really 
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need to do the task (e.g. if the images to identify are the same with all the 
participants) or if they are made aware of the pattern of response that 
would support the hypothesis being tested (Kuhlen & Brennan, 2010, 
2013). In the present study, however, the confederate really did perform 
the task of identifying the target image among the set of three images, 
since the targets and distractors were different for each participant. The 
feedback provided to the participant was however controlled for by 
restricting it to a visual feedback provided with a fixed timing. While 
allowing real-time feedback (verbal and/or non-verbal) would certainly 
make the task more interactive and naturalistic, it would also increase 
the difficulty of standardising the feedback between the different par
ticipants and, more importantly, between the different conditions since 
the confederate may act less naturally when having to disregard 
knowledge that she actually possesses, which applies only to the likely- 
unknown characters that the participants themselves know. 

A third limitation is that the referential communication task used for 
this study included a single attempt at presenting each character, which 
means that when the target character was not initially identified by the 
confederate, there was no further occasion to build towards mutual 
understanding as would happen through turn-taking in more natural 
conversations. While this single-attempt strategy allowed us to focus on 
the neural correlates linked to the initial verbal presentation of new 
items (here movie/TV characters), it would also be interesting to study 
the neural correlates of conversational repairs in future studies, for 
example by repeating trials for which the target character has not been 
initially identified. In addition, future studies could also seek to deter
mine if the mental model that participants have about the knowledge of 
their interlocutor evolves as the task progresses. While it is likely to 
occur even when the interlocutor displays typical knowledge of the 
characters (i.e. knowing many characters in the KK conditions and few 
in the KU condition), such effect could be even more prominent if the 
interlocutor rather displayed overall high or low knowledge of the 
characters across all conditions. 

A fourth limitation that could be addressed in future studies is that 
we did not control for the level of knowledge that participants had about 
the different characters. It is thus possible that they had greater 
knowledge (social knowledge) of the characters in the KK than the KU 
conditions (e.g. we likely know more about Harry Potter than about 
Leonidas from the movie 300, even if we saw both movies and can 
recognize both characters). Future studies could thus attempt to quan
tify how familiar participants are with the different characters and take 
it into account in the analyses. 

Overall, this study introduces a new method that paves the way to 
study different aspects of referential communication using fMRI, a 
recognized need in order to further our understanding of the neural 
mechanisms involved during real social interactions (Redcay & Schil
bach, 2019). 
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