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Visual prediction cues can facilitate behavioural and neural speech 
processing in young and older adults 
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A B S T R A C T   

The ability to process speech evolves over the course of the lifespan. Understanding speech at low acoustic in
tensity and in the presence of background noise becomes harder, and the ability for older adults to benefit from 
audiovisual speech also appears to decline. These difficulties can have important consequences on quality of life. 
Yet, a consensus on the cause of these difficulties is still lacking. The objective of this study was to examine the 
processing of speech in young and older adults under different modalities (i.e. auditory [A], visual [V], audio
visual [AV]) and in the presence of different visual prediction cues (i.e., no predictive cue (control), temporal 
predictive cue, phonetic predictive cue, and combined temporal and phonetic predictive cues). We focused on 
recognition accuracy and four auditory evoked potential (AEP) components: P1–N1–P2 and N2. Thirty-four 
right-handed French-speaking adults were recruited, including 17 younger adults (28 ± 2 years; 20–42 years) 
and 17 older adults (67 ± 3.77 years; 60–73 years). Participants completed a forced-choice speech identification 
task. The main findings of the study are: (1) The faciliatory effect of visual information was reduced, but present, 
in older compared to younger adults, (2) visual predictive cues facilitated speech recognition in younger and 
older adults alike, (3) age differences in AEPs were localized to later components (P2 and N2), suggesting that 
aging predominantly affects higher-order cortical processes related to speech processing rather than lower-level 
auditory processes. (4) Specifically, AV facilitation on P2 amplitude was lower in older adults, there was a 
reduced effect of the temporal predictive cue on N2 amplitude for older compared to younger adults, and P2 and 
N2 latencies were longer for older adults. Finally (5) behavioural performance was associated with P2 amplitude 
in older adults. Our results indicate that aging affects speech processing at multiple levels, including audiovisual 
integration (P2) and auditory attentional processes (N2). These findings have important implications for un
derstanding barriers to communication in older ages, as well as for the development of compensation strategies 
for those with speech processing difficulties.   

1. Introduction 

One of the most common complaints of older adults is difficulty in 
understanding speech at low acoustic intensity and in the presence of 
background noise (CHABA, 1988; Pichora-Fuller, 1997). These diffi
culties are associated with increased self-consciousness about one’s 
communication competences, reduced self-confidence and disengage
ment from social activities, which can lead to isolation (Tobias, 1977). 
Yet, a unified theory of the etiology of these difficulties is still lacking 
and so are effective treatment options and prevention strategies 
(El-Assal and El-Gharib, 2019; Humes et al., 2002). 

Importantly, speech processing difficulty can arise during face-to- 
face conversations even when articulatory (visual) information from 
the speaker complements the acoustic speech signal. The influence of 
visual information on speech perception is well established. The most 
well-known example of the influence of visual cues on perception of 
speech sounds is the McGurk effect, in which, when presented with 
incongruent auditory and visual speech stimuli, most people report 
hearing a fusion of the two syllables presented (auditory and visual) 
(McGurk and MacDonald, 1976). In young adults, several studies have 
shown that audiovisual speech (AV) can be associated with a speech 
recognition gain compared to auditory (A) alone (e.g. Erber, 1969; 
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Sumby and Pollack, 1954), a phenomenon that is often referred to as the 
audiovisual speech advantage or, more generally, multimodal enhancement. 
Importantly, in accordance with the principle of inverse effectiveness (i. 
e. multisensory enhancement is greatest when unimodal stimuli are least 
effective), AV speech recognition is more resistant to noise than A-only 
(Erber, 1969). These effects indicate that adding articulatory (visual) 
information helps reduce uncertainty, which facilitates auditory speech 
recognition, especially in noisy auditory conditions. A decline in the 
ability to extract and to use articulatory (visual) information to disam
biguate speech could be contributing to the speech processing diffi
culties experienced by older adults. Several studies have shown that, 
compared to younger adults, middle-age and older adults exhibit lower 
performance enhancement for AV speech compared to A speech (Tye-
Murray et al., 2010; Yang and Ren, 2018). In contrast, other studies have 
found comparable (Avivi-Reich et al., 2018; Cienkowski and Carney, 
2002; Sommers et al., 2005; Winneke and Phillips, 2011) or enhanced AV 
integration and binding abilities for older compared to younger adults 
(Ganesh et al., 2017; Laurienti et al., 2006; Sekiyama et al., 2014). In an 
attempt to resolve these inconsistent findings, it has been suggested that 
there may be no overall decline in the capacity to benefit from audio
visual information in aging, but instead, that the conditions needed to 
benefit from it may change over the course of the lifespan, with older 
adults benefiting less when the (acoustic) signal-to-noise ratio is low 
(Jansen et al., 2018; Stevenson et al., 2015) and when the visual in
formation is degraded (Gordon and Allen, 2009). In sum, the ability for 
older adults to benefit from an audiovisual speech signal appears to 
evolve with age and to depend upon the clarity of the acoustic and/or 
visual sources. 

While there have been several behavioural studies focusing on AV 
speech perception in aging, the neural mechanisms underlying AV 
speech perception performance and multimodal enhancement in aging, 
and, more generally, speech processing capacities, are still unclear. 
Neurophysiological studies have shown that, in young adults, prior 
knowledge of a speech input facilitates neural processing of deteriorated 
or missing speech (Cervantes Constantino and Simon, 2018), and that 
adding visual articulatory information to auditory speech modulates 
activity in primary auditory and associative regions of the temporal 
cortex including the superior temporal sulcus (Arnal et al., 2009), 
affecting the P1–N1–P2 complex (e.g. Stekelenburg and Vroomen, 2007; 
van Wassenhove et al., 2005). The P1–N1–P2 complex is a series of 
co-occurring auditory evoked potentials (AEPs), which indicate that a 
sound has reached the auditory cortex and that initial cortical 
acoustic-phonetic processing has begun. As such, the P1/N1/P2 complex 
indexes the capacity for speech sound processing and discrimination. It 
consists of positive and negative voltage deflections peaking around 50 
ms (P1), 100 ms (N1), and 200 ms (P2) after stimulus onset. AEPs 
components such as the P1–N1–P2 complex are typically identified by 
their polarity (positive or negative), latency (peak occurrence after 
stimulus onset, measured in milliseconds) and amplitude (in μV). Spe
cifically, it is well established that, compared to unimodal auditory 
perception, adding visual articulatory information to auditory speech 
leads to an attenuated amplitude and earlier latency of the N1/P2 
complex (e.g., Besle et al., 2004; Klucharev et al., 2003; Treille, Cor
deboeuf, Vilain and Sato, 2014a; Treille et al., 2017; Treille, Vilain and 
Sato, 2014b; Treille et al., 2018; van Wassenhove et al., 2005). Hence, 
this complex is usually seen as a reliable marker of AV integration. 

Winneke & Phillips were the firsts to investigate the behavioural 
benefit of and the neural processes (P1/N1/P2 complex) associated with 
AV perception of spoken words presented in babbling noise in young and 
older adults (Winneke and Phillips, 2011). Behaviourally, their results 
showed no difference in the ability for younger and older adults to 
benefit from audiovisual information. Yet, EEG results revealed an 
age-related difference in P1 amplitude, with an increased reduction 
from A to AV speech (i.e. multisensory integration) for older compared 
to younger adults. There was also an age difference in N1 latency with a 
more pronounced latency shift (i.e. facilitation) for older compared to 

younger adults when comparing A to AV speech. The authors concluded 
that older adults, compared with younger adults, “are not better lip 
readers per se but rather are better “lip/speech integrators.” (p. 436), 
perhaps as a compensation for more laborious auditory processing in 
older adults. Though these results critically await replication, abnormal 
cortical response patterns have been shown during speech and speech in 
noise tasks in older adults in several studies (e.g. Brodbeck et al., 2018; 
Presacco, Simon and Anderson, 2016a, 2016b). 

During audiovisual speech processing, perceptual experience is 
aided by prior crossmodal associations and integration mechanisms, 
which can help reduce sensory uncertainty. Predictive coding theories 
postulates that the brain actively predicts upcoming sensory input rather 
than simply registering it. According to this view, bottom-up sensory 
information is compared with top-down predictions from higher levels 
to estimate prediction errors (Clark, 2013; Friston, 2005, 2010, 2010; 
Rao and Ballard, 1999). For speech, audiovisual integration operates 
through temporal expectations and speech-specific predictions. From a 
Bayesian perspective, perceptual experience derives from the processing 
and integration of multisensory (AV) inputs based on their predictability 
and joint probability (Massaro, 1998; van Wassenhove, 2013). There
fore, while visual (articulatory) information can facilitate speech 
recognition and modulate the N1/P2 complex, other types of predictive 
cues could also have a facilitatory impact on speech perception and AEPs 
and could potentially facilitate speech processing in older adults. 
Notably, we showed in a previous EEG study that visual temporal and 
phonetic predictions can attenuate the amplitude of the N1/P2 com
ponents during auditory speech perception, and that P2 (amplitude and 
latency), but not N1, is modulated (facilitated) by phonetic prediction 
during audiovisual speech perception (Pinto et al., 2019), demonstrating 
an enhanced sensitivity for P2 to phonetic cues, consistent with previous 
work (e.g. Baart et al., 2014). The effect of age on the ability to process 
different kinds of visual predictive cues, however, remains unclear. 

The first objective of the present study was to investigate the effect of 
age and audiovisual integration on speech perception performance 
(Objective 1). Specifically, we wanted to determine whether audiovisual 
integration (objective 1a: adding natural speech movements through 
video) and/or other visual prediction cues (objective 1b: temporal onset 
and/or visuo-orthographic (e.g./pa/) cues) facilitate auditory speech 
syllable perception similarly for younger and older adults. The second 
objective of the study was to compare the neurophysiological response 
to speech in younger and older adults focusing on AEPs (P1–N1–P2 and 
N2). First, we compared audiovisual speech integration in younger and 
older adults using an additive model (objective 2a; AV vs. A + V). This 
analysis focused strictly on visual articulatory movements in order to 
confirm and extend previous EEG findings (Brodbeck et al., 2018; Pre
sacco et al., 2016a, 2016b, 2016b; Winneke and Phillips, 2011). Next, 
we tested whether adding articulatory movement and temporal and/or 
phonetic visual cues would facilitate neural processing of speech simi
larly for younger and older adults (Objective 2b; AV vs. A, AVwhat vs. 
Awhat, AVwhen vs. Awhen and AVwhat-when vs. Awhat-when). 
Finally, the third objective of the study was to examine the relation
ship between speech perception performance and AEPs to shed new 
lights on brain aging and its impact on human behaviour. 

To achieve these goals, the predictability of auditory syllables was 
manipulated experimentally by adding unnatural visual information 
indicative of their temporal unfolding (when) and phonetic content 
(what) (Pinto et al., 2019). The presentation modality (auditory (A), 
visual (V) and audiovisual (AV)) was manipulated to examine whether 
the visual predictive cues would be processed similarly when the speech 
signal was audio and audiovisual. 

Based on prior studies, we hypothesized that older adults would 
show similar or enhanced audiovisual and predictive gain. Specifically, 
we expected a facilitation of AEPs (shorter latency and/or reduced 
amplitude) during AV speech compared to A speech, as well as during 
the processing of temporal and phonetic predictive cues. We expected 
those patterns to either be identical for the young and older adults, or to 
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be enhanced in older adults, based on their lifetime of experience pro
cessing speech. Indeed, predictive coding for speech could be height
ened with age and serve as a compensation strategy to overcome 
declining unisensory processing. Alternatively, predictive coding could, 
like other higher-order cognitive functions, decline with age and this 
decline could be associated with age-related speech processing diffi
culties. Given the well-established hearing loss and cognitive decline 
that occurs in aging, and the known association between these two 
factors (e.g.Humes et al., 2013a,b; Lin, 2011; Lin et al., 2011; Lin et al., 
2013; Wayne and Johnsrude, 2015), we expected that the auditory N2, 
which indexes late cognitive processes, such as executive functions and 
attention (Fritz et al., 2007), would show either an increased amplitude, 
reflecting compensatory activity, or perhaps a decline, reflecting a 
disruption in processing. 

2. Material and methods 

2.1. Participants 

Thirty-four right-handed French-speaking adults participated in the 
study after giving informed consent. All participants reported normal or 
corrected-to-normal vision and were allowed to wear their glasses or 
lenses during the experiment. Participants reported no history of hear
ing, speaking, language, neurological and/or neuropsychological dis
orders. The cognitive functioning of all participants was evaluated using 
the Montreal Cognitive Assessment scale (MoCA) (Nasreddine et al., 
2003; Nasreddine et al., 2005). None of the participant had mild 
cognitive decline using the criteria by Larouche et al. (Larouche et al., 
2016). 

Participants were divided into a younger and an older group. The 
younger group included 17 adults (14 females), with a mean age of 28 ±
2 years (20–42 years) and an average of 15.6 ± 2.61 years of education 
(range: 11–20 years). The data from the younger group were published 
in Pinto et al. (2019). The older group included 17 adults (8 females), 
with a mean age of 67 ± 3.77 years (60–73 years) and an average of 
15.25 ± 3.55 years of education (range: 9–20 years). Participants’ 
characteristics are detailed in Table 1. The protocol was carried out in 
accordance with the ethical standards of the Declaration of Helsinki 
(World Medical, 2013) and participants were compensated for the time 
spent in the study. 

2.2. Hearing assessment 

To ensure that participants had normal hearing, pure tone audiom
etry was performed using a clinical audiometer (Resonance R17A, MRS, 
Italy) for each ear separately, at the following frequencies: 0.5, 1, 2 kHz. 
For each participant, a standard pure tone average (PTA: average of 
thresholds at 0.5, 1 and 2 kHz) was computed for the left and right ear. 
The result of the hearing assessment is provided in Table 1. Fig. 1 il
lustrates the average threshold at each frequency tested separately for 
each Age Group. 

A linear mixed model (LMM) analysis was conducted using the r 
package version 4.0.3 for Mac (Team, 2019), with Age Group (younger, 

older) as the between-subject factor, Ear (Left, Right), and Frequency 
(500, 1000, 2000 Hz) as the within-subject factors. The random in
tercepts for participants were included in the model. The LMM results 
show main effects of Age Group (p ≤ .001) and Frequency (p ≤ .001), as 
well as a 2-way interaction between Age Group and Frequency (p ≤
.001). Tukey-corrected post hoc contrasts indicated that thresholds were 
higher in the older adults at 1000 Hz (p = .0022, d = − 1.230) and 2000 
Hz (p ≤ .001, d = − 2.588). The descriptive statistics and the detailed 
results of the LMM analyses as well as the pairwise contrasts are pro
vided in Supplementary Material 1. Because of these (expected) Group 
differences, Hearing (average PTA) was included in all analyses as a 
covariate. 

2.3. Speech perception assessment 

All procedures were carried out in a sound-attenuated room at the 
LPL Lab in Aix-en-Provence. Participants sat in front of a computer 
monitor at a distance of approximately 50 cm. The acoustic stimuli were 
presented through loudspeakers located on each side of a computer 
monitor. Stimuli were presented using Presentation software (Neuro
behavioral Systems, Albany, USA), which was also used to record par
ticipants’ behavioural responses. During the task, participants were 
asked to complete a forced-choice speech identification task. On each 
trial, they identified one syllable by pressing one of three keys on a 
keyboard with their left hand. No feedback was provided. The stimuli 
were the syllables/pa/,/ta/, and /ka/. All stimuli were presented in 
quiet. The response key designation was counterbalanced across par
ticipants. To dissociate sensory/perceptual from motor responses on the 
EEG recordings, each stimulus was followed, after 600 ms, by a brief 
auditory tone and question mark (?), which served as “Go” cues. The 
inter-trial interval was 3s. The experiment lasted approximately 45 min 
and was divided in four sessions of ~11 min with short breaks in be
tween sessions. 

The syllables were presented in three modalities (auditory [A], visual 
[V], audiovisual [AV]) and under 4 different cue conditions (control [no 
cue], when, what, what-when), which resulted in 12 experimental con
ditions: control (A, V, AV), when (Awhen, Vwhen, AVwhen), what (Awhat, 
Vwhat, AVwhat) and what-when (Awhat-when, Vwhat-when, AVwhat-when). The 
experiment consisted of 864 trials presented in a pseudo-randomized 
order, including 72 trials in each of the 12 experimental conditions. 

A full description of the stimuli can be found in Pinto et al. (2019). 
Briefly, the auditory stimuli consisted of an acoustic syllable dubbed on 
a static image of a neutral mid-open mouth position of a speaker. The 
visual stimuli consisted of the visual speech movements displayed 
without any sound. The audiovisual stimuli started with an initial 
neutral mid-open mouth position followed by visual speech movements 
(30 frames, 1200 ms) before the acoustic consonantal burst and the 
syllable (5 frames, 200 ms). For all stimuli, the auditory signal intensity 
was normalized using a common maximal amplitude criterion. Impor
tantly, the audiovisual stimuli were first created. The visual and 
auditory-only stimuli were created from the audiovisual stimuli, by 
removing the acoustic signal (visual stimuli) or by replacing the visual 
speech movements by a static face (auditory stimuli). Participants were 
informed that visual cues were always coherent with the auditory 
syllable. 

In all conditions, “##” orthographic symbols and a static timeline 
were visually presented during the first 15 frames (0–600 ms). In the 
when conditions, a moving visual timeline indicative of the temporal 
consonantal onset of the acoustic syllable replaced the static timeline 
during the subsequent 15 ± 2 frames (600 ± 80–1200 ms). In the what 
conditions, a visuo-orthographic cue indicative of the syllable (/pa/,/ta/ 
or/ka/) replaced the “##” symbols during the subsequent 15 ± 2 frames 
(600 ± 80–1200 ms). In the what-when conditions, both the visual 
timeline and visuo-orthographic cues were presented. Finally, in the 
control conditions, speech signals were presented only with the “##” 
orthographic symbols and the static timeline during 15 ± 2 frames (600 

Table 1 
Participants’ characteristics.   

Young (N = 17; 13 W) Older (N = 17; 8 W)  

Mean (SD) Range Mean (SD) Range 

Age 28.20 (6.87) 20–42 67 (3.88) 60–73 
MoCA (/30) 29.07 (1.38) 25–30 26.38 (1.66) 23–29 
Handedness 84.8 (.15) 55–100 95.9 (11.5) 58–100 
Right ear PTA 4.77 (5.22) − 5–15 13.67 (6.41) 4.16–26.6 
Left ear PTA 5.55 (4.3) − 3.33–13.33 14.79 (6.26) 3.33–25 
Education 15.6 (2.61) 11–20 15.25 (3.55) 9–20 

SD = standard deviation. W = women. PTA = Pure tone average. 
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± 80–1200 ms). The Prediction conditions are illustrated in Fig. 2. 

2.4. EEG recordings and pre-processing 

EEG data were recorded continuously from 9 scalp electrodes 
(Electro-Cap International, INC, according to the international 10–20 
system) using the Biosemi Active Two AD-box EEG system operating at a 
512 Hz sampling rate. Because N1/P2 AEPs have maximal response over 
central sites on the scalp (Naatanen and Picton, 1987; Scherg and Von 
Cramon, 1986), EEG was only collected from fronto-central electrodes 
(F1, Fz, F2, FC1, FCz, FC2, C1, Cz, C2) (Pinto et al., 2019). This minimal 
recording procedure has been used in several EEG studies on audiovisual 
speech integration and auditory evoked responses that showed classical 
audiovisual speech interactions on N1/P2 AEPs (Stekelenburg and 
Vroomen, 2007; Treille et al., 2014a, 2014b, 2017, 2018; Vroomen and 
Stekelenburg, 2010). 

Two additional electrodes were used as ground electrodes (Common 
Mode Sense [CMS] active and Driven Right Leg [DRL] passive elec
trodes). In addition, one external reference electrode was set at the top 
of the nose. Horizontal (HEOG) and vertical (VEOG) eye movements 
were recorded using electrodes positioned at the outer canthus of each 
eye, as well as above and below the right eye. Before the experiment, the 
impedance of all electrodes was adjusted to get low offset voltages and 
stable DC. 

EEG data were processed using EEGLAB (Delorme and Makeig, 2004) 
running on Matlab (Mathworks, Natick, USA). EEG data were first 
re-referenced offline to the nose channel and band-pass filtered using a 

2-way least square FIR filtering (3–30 Hz) to reduce slow drifts and high 
frequency noise (see Pinto et al. (2019). Next, the data was segmented 
into 500 ms epochs including a 100 ms prestimulus baseline (from − 100 
to − 0 ms relative to the acoustic syllable onset). Epochs with an 
amplitude change exceeding ±100 μv at any channel (including HEOG 
and VEOG channels) were rejected (mean (±SD): 2% (±2%) trials). 
Responses from/pa/,/ta/and/ka/syllables were first averaged together 
in order to provide 72 trials per condition. For each participant and each 
condition (i.e., A, V, AV, Awhen, Vwhen, AVwhen, Awhat, Vwhat, AVwhat, 
Awhat-when, Vwhat-when, AVwhat-when), data were then averaged over the 
nine electrodes. Finally, the maximal amplitude and peak latency of the 
N1–P2–N2 complex were determined using a fixed temporal window for 
each component (N1: 70–150 ms; P2: 150–250 ms; N2: 180–325 ms). 
For P1, instead of extracting the maximal amplitude and peak latency, 
we computed the area under the curve for amplitude (10–100 ms), and 
the 50% area latency. The V condition was included in the study design 
to examine behaviour in this condition, as well as to compare the neural 
response to AV with the A + V signal (Objective 2a, see section 2.5.3). 

2.5. Statistical analyses 

2.5.1. Behavioural data 
Behavioural data analyses were conducted to address the first 

objective of the project, to investigate the effect of age and audiovisual 
integration on speech perception performance. To achieve this goal, 
three complementary behavioural indexes of performance were 
computed to characterize speech perception performance: a classical 

Fig. 1. Hearing thresholds. The line charts present an overview of participants’ hearing thresholds, separately for each ear, and the younger (A) and the older adults. 
Each line in the figure represents the average threshold for a group of participants. Error bars represent the confidence interval of the means. 

Fig. 2. Prediction Cue conditions. WW = What + When condition. The sound wave at the bottom right represents the auditory speech signal.  
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percentage of correct responses, and two difference scores: a visual ef
fect (VE) score and predictive cue effect (PE) score. 

First, a classical measure of accuracy was computed and used to 
compare perception accuracy in young and older adults during speech 
perception. The percentage of correct responses was determined for 
each participant and condition (note that RTs were not recorded due to 
the 600 ms delay between the stimuli and the “Go” cues for the manual 
responses). A linear mixed model (LMM) analysis was conducted using r 
version 4.0.3 for Mac (Team, 2019), using the nlme package, with Age 
Group (younger, older) as the between-subject factor, Modality (A, V, 
AV) and Predictive cue (Control, What, When, WW) as the 
within-subject factors, and hearing (PTA) as between-subject continuous 
fixed factor. The random intercepts for participants were also included 
in the model. Model selection included testing models, using likelihood 
ratio tests, with and without PTA as well as with different random effect 
structures (with or without slopes for either Modality or Predictive cue 
condition) and covariance structure for the residuals (homogeneous vs. 
heterogeneous variance across levels of Modality or Predictive Cue). The 
model with the best fit, assessed using likelihood ratio tests, was kept. 
When fit was similar across one model or more, the simplest model was 
kept. The same procedure was used for all LMM analyses (accuracy, VE, 
PE and all EEG analyses) and will not be repeated hereafter. For each 
analysis (accuracy, VE, PE and all EEG analyses), the final model is 
provided in the corresponding supplementary materials. 

Next, visual effect (VE) scores were calculated to determine whether 
adding natural speech movements through video to auditory speech 
facilitates auditory speech perception through audiovisual integration 
similarly in young and older adults (objective 1a). These scores were 
derived from the percentage correct scores for each participant and each 
of the cue condition (Control, What, When, WW) with the following 
formula: VE = (AV—A)/(100-A). VE measures have been used in several 
AV studies as they circumvent the bias inherent to calculating the dif
ference between AV and A, in which higher values of A necessarily lead 
to lower values of VE (Sommers et al., 2005). To examine Age Group 
differences in VE, a LMM analysis was conducted on the VE scores, with 
Age Group (younger, older) as the between-subject factor, Prediction 
Cue condition (Control, What, When, WW) as the within-subject factor, 
and hearing (PTA) as a between-subject continuous fixed factor. The 
random intercepts for participants were also included in the model. The 
model selection procedure was the same as described for accuracy. The 
VE value for 8 participants (3 young and 5 elderly) that had perfect score 
in the auditory modality could not be included in the analysis because 
the equation resulted in an error when attempting to divide by zero. Two 
outliers were removed from the final analyses (one young and one older 
adult). 

Finally, predictive cue effect (PE) scores were calculated to deter
mine whether adding other temporal and/or phonetic visual cues to the 
speech signal would facilitate speech perception similarly in young and 
older adults (objective 1b). The PE scores were similar in calculation to 
the VE scores and used to circumvent the bias inherent to calculating the 
difference between the score in Prediction and Control conditions, in 
which higher values of Prediction necessarily lead to lower values of PE. 
A PE score was calculated for each prediction cue (What, When, WW) 
and each modality. The What effect (WhatE) score was calculated from 
the percentage correct scores for each participant. WhatE = (What
—Control)/(100-Control). The formula for the When effect (WhenE) 
(WhenE = (When—Control)/(100-Control)) and the What + When ef
fect (WWE) scores were identical: WWE = (WWE—Control)/(100- 
Control). To examine Age Group differences in prediction effect, a LMM 
analysis was conducted on the PE scores, with Age Group (younger, 
older) as the between-subject factor, Modality (A, V, AV), and Predictive 
cue condition (What, When, WW) as the within-subject factors, and 
hearing (PTA) as the between-subject continuous covariate. The random 
intercepts for participants were also included in the model. The model 
selection procedure was the same as described for accuracy. 

2.5.2. EEG analyzes: audiovisual integration (additive model) 
The first set of analyses focused on objective 2a of the study, to 

compare audiovisual speech integration in younger and older adults 
using an additive model (AV vs. A + V). To address this aim, we used an 
additive model (e.g. Pilling, 2009; Treille et al., 2014a; Treille et al., 
2014b; van Wassenhove et al., 2005) in which the bimodal audiovisual 
EEG signal was compared to the sum of auditory and visual unimodal 
EEG signals (AV ∕= A + V). The resulting signal may contain task-related 
neural activity common to all modalities unrelated to crossmodal inte
gration, such as movement-related cortical potentials, characterized by 
a slow negative deflection on fronto-central sites starting around 1000 
ms prior to the manual response (e.g. Kornhuber and Deecke, 1965; 
Libet et al., 1983), as well as slow anticipatory potentials that precedes 
perceptual decisions and discriminative responses, characterized by a 
slow positive deflection on fronto-central sites (e.g. Teder-Salejarvi 
et al., 2002). In order to minimize the temporally contingent influence of 
movement-related cortical potentials on auditory evoked potentials, an 
800 ms delay was introduced between the acoustic consonantal burst of 
all syllables and the “GO” cues. Moreover, a 3 Hz high-pass filter was 
applied on the EEG data to minimize the contribution of 
movement-related as well as slow anticipatory potentials (Teder-Sale
jarvi et al., 2002). 

A series of LMM analysis was conducted for each dependent measure: 
P1 peak amplitude and peak latency, N1 peak amplitude and peak la
tency, P2 peak amplitude and peak latency, and N2 peak amplitude and 
peak latency. In all analyses, the within-subject (repeated) fixed factors 
were Modality (AV, A + V), and the between-subject factor was Age 
Group (younger, older). Hearing (PTA) was included as a between- 
subject continuous fixed factor (covariate). Predictive cues were not 
included in this analysis because it was meant to assess audiovisual 
integration. The analyses were conducted on the signal from the control 
condition. The random intercepts for participants were also included in 
the model. The model selection procedure was the same as described for 
accuracy. 

2.5.3. EEG analyzes: temporal and phonetic visual predictive cues 
This second set of EEG analyses focused on objective 2b of the study, 

to determine whether adding articulatory movement and temporal and/ 
or phonetic visual cues would facilitate neural processing of speech 
similarly for younger and older adults (Objective 2b; AV vs. A, AV-What 
vs. AWhat, AVWhen vs. AWhen and AVWW vs. AWW). To address this 
aim, a series of linear mixed model (LMM) analysis was run to examine 
age differences on the neural processing of Predictive Cues under 
different modalities (A, AV). One analysis was conducted for each 
dependent measure: P1 peak amplitude and peak latency, N1 peak 
amplitude and peak latency, P2 peak amplitude and peak latency, and 
N2 peak amplitude and peak latency. In all analyses, the within-subject 
(repeated) fixed factors were Modality (A, AV) and Predictive Cue 
(Control, What, When, WW), the between-subject factor was Age Group 
(younger, older), and hearing (PTA) was included as between-subject 
continuous fixed factors (covariate). The random intercepts for partici
pants were included in the model. The model selection procedure was 
the same as described for accuracy. 

2.5.4. Electrophysiology-behaviour relationship 
The third objective of the study was to examine the relationship 

between performance in young and older adults and AEPs. To achieve 
this goal, a series of simple mediation analyses were conducted using the 
r packages NLME and Mediation, a package to conduct causal mediation 
analyses (Tingley et al., 2013). All analyses were run with the same seed 
(2021). In all analyses, Age Group was used as the categorical predictor 
variable (X), one AEP component was included as continuous mediators 
(M) in separate analyses, and hearing (PTA) was used as a continuous 
between-subject covariate. The dependent variables (Y) were those that 
showed Age Group differences or interactions with the Age Group factor. 
A quasi-Bayesian approximation based on normal approximation (Imai 
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et al., 2010) was used to compute percentile confidence intervals of the 
mediation effects with 1000 Monte Carlo draws. Robust (hetero
skedasticity-consistent) standard errors were computed for the 
quasi-Bayesian simulations for the mediation effects. Because each 
analysis aimed at relating one set of Tukey-corrected behavioural find
ings to relevant AEP to get at underlying mechanism, these analyses 
were not corrected for multiple comparisons. The analytical model is 
shown in Figure 12A. 

3. Results 

3.1. Behavioural results 

First, we report the results for accuracy, then we report the results for 
the VE and PE scores. A summary of all behavioural results is provided in 
Table 2. 

3.1.1. Accuracy 
This analysis focuses on the comparison of the facilitation effect of 

audiovisual integration (objective 1a) and other visual predictive cues 
(objective 1b) on speech perception in younger and older adults. 

Results of the LMM analyses (marginal fixed effects) revealed a main 
effect of Modality (F(2,330) = 194.503, p < .0001). Tukey-corrected post 
hoc contrasts indicated that accuracy was higher in A compared to V (β 
= 13.78, SE = 0.797, p < .0001) and in AV compared to V (β = 3.651, SE 
= 0.206, p =<.0001). There was also an interaction between Age Group 
and Modality (F(2,330) = 6.215, p = .002). Tukey-corrected post hoc 
contrasts indicated that accuracy in the V condition was lower for older 
compared to younger adults (β = 8.350, SE = 2.24, p = .001) (Fig. 3A). 
Finally, the LMM analysis also revealed an interaction between Predic
tion Cue and Modality (F(6,330) = 39.422, p < .0001) (Fig. 3B). Tukey- 
corrected post hoc contrasts indicated that, in the A condition, accu
racy was higher in the WW condition compared to the Control condition 
(β = − 2.99, SE = 0.996, p = .015). In the V condition, accuracy was 
higher in What compared to the Control condition (β = − 23.9, SE =
0.996, p < .0001), in the When compared to the Control condition (β =
− 3.60, SE = 0.996, p = .002), and in WW compared to the Control 
condition (β = 23.9, SE = 0.996, p < .0001). Of all the cues, the When 
cue had the smallest impact on performance. Finally, in the AV condi
tion, the cues did not affect accuracy. The descriptive statistics and the 
detailed results of the LMM analyses as well as the pairwise contrasts are 
provided in Supplementary Material 2, along with a figure showing 

accuracy in all experimental conditions separately. 

3.1.2. VE scores 
The analysis of the VE scores aimed to determine whether adding 

natural speech movements to auditory speech facilitates auditory speech 
perception in younger and older adults through audiovisual integration 
(objective 1a). Results of the LMM analyses (marginal fixed effects) 
revealed a main effect of Age Group (Younger > Older) (F(1,28) = 8.469, 
p = .007) (Fig. 4A). 

3.1.3. PE scores 
The PE scored aimed to determine whether adding other visual 

Prediction Cues to the speech signal would facilitate speech perception 
similarly in younger and older adults (objective 1b). The LMM results 
(marginal means) revealed a main effect of Age Group (F(1,29) = 11.822, 
p = .002), with overall higher PE values in the younger adults (Fig. 4B). 
The analysis also showed an interaction between Modality and Predic
tion Cue (F(4,173) = 3.646, p = .007) (Fig. 4C). This interaction revealed 
that PE scores did not differ as a function of Modality in the What and 
When conditions, but they did in the WW condition. The condition with 
the most information (WWAV) showed the lowest PE. Tukey-corrected 
post hoc tests revealed that in the WW condition, the effect of adding 
a prediction cue on performance was stronger for V then AV (β = − 0.647 
SE = 0.122, p = .001) and for A compared to AV (β = 0.555, SE = 0.129, 
p = .001), while the effect was similar for the unisensory conditions A 
and V (β = − 0.092, SE = 0.109, p = .995). The descriptive statistics and 
the detailed results of the LMM analyses and are provided in Supple
mentary Material 4. 

3.2. EEG analyzes: audiovisual integration (additive model) 

The first set of EEG analyses addresses objective 2a, to compare 
audiovisual speech integration in younger and older adults using an 
additive model (AV vs. A +V). To achieve this goal, we compared the AV 
signal to the sum of the unisensory signals (A + V) in young and older 
adults. Fig. 5 shows the average neurophysiological response for each 
Age Group and each modality (AV, A + V). The descriptive and infer
ential statistics are presented in Supplementary Materials 5–6 (P1), 7–8 
(N1), 9–10 (P2) and 11–12 (N2). In line with previous EEG studies (e.g., 
Besle et al., 2004; Klucharev et al., 2003; Treille et al., 2014a; Treille 
et al., 2017; Treille et al., 2014b; Treille et al., 2018; van Wassenhove 
et al., 2005), the difference between AV and A + V was significant on the 
N1/P2/N2 complex in both younger (Fig. 5A) and older adults (Fig. 5B). 
As can be seen in the figure, overall, the amplitude of N1 and N2 was 
more negative for A + V than for AV, and the amplitude of P2 was more 
positive for A + V than AV. In terms of latency, the A + V signal had a 
longer N1 and P2 peak latency. As detailed in the following paragraphs 
and illustrated in Table 3, Age Group differences were found on P2 and 
N2 (latency). 

The LMM analyses (marginal means) revealed no effect on P1. For 
N1 amplitude, there was a marginally significant effect of Modality 
(F(1,30) = 4.198, p = .049), with a more negative signal amplitude for A 
+ V compared to AV (Fig. 6A). For N1 latency, there was also a sig
nificant effect of Modality (F(1,30) = 7.169, p = .012), with a longer N1 
latency for A + V compared to AV (Fig. 6B). For P2 amplitude, the LMM 
analyses revealed a main effect of Modality (F(1,30) = 23.039, p < .001), 
with higher P2 amplitude for A + V compared to AV (Fig. 6C). For P2 
latency, the LMM analyses revealed a main effect of Age Group (F(1,30) 
= 4.487, p = .043), with P2 peaking later in the older compared to the 
younger group (Fig. 6D). There was also a main effect of Modality on P2 
latency (F(1,30) = 4.983, p = .033), with a longer latency for A + V 
compared to AV (Fig. 6E). 

For N2 amplitude, the LMM analyses revealed a main effect of 
Modality (F(1,30) = 22.341, p < .001), with a more negative N2 ampli
tude for A + V compared to AV (Fig. 7A). For N2 latency, the LMM 
analyses revealed a main effect of Age Group (F(1,29) = 5.872, p = .022), 

Table 2 
Type III Tests of Fixed Effects (marginal) for the behavioural analyses.  

Effects and interactions DF F p 

A. Accuracy 
Age Group 1 29 1.095 0.304 
Prediction cue 3 330 1.348 0.2587 
Modality 2 330 109.03 <.0001 
Hearing 1 29 0.266 0.6101 
Age Group * Prediction cue 3 330 0.373 0.7727 
Age Group * Modality 2 330 6.215 0.0022 
Prediction cue * Modality 6 330 39.422 <.0001 
Age Group * Prediction cue * Modality 6 330 1.559 0.1583 
B. VE     
Age Group 1 28 8.469 0.007 
Prediction cue 3 47 1.872 0.147 
Hearing 1 28 1.145 0.294 
Age Group * Prediction cue 3 47 0.871 0.463 
C. PE     
Age Group 1 29 11.822 0.002 
Prediction cue 2 173 4.741 0.010 
Modality 2 173 1.257 0.287 
Hearing 1 29 0.540 0.468 
Age Group * Prediction cue 2 173 2.366 0.097 
Age Group * Modality 2 173 1.699 0.186 
Prediction cue * Modality 4 173 3.646 0.007 
Age Group * Prediction cue * Modality 4 173 1.042 0.387  
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with N2 peaking later in the older compared to the younger group 
(Fig. 7B). 

Table 3 summarizes all effects for this set of analyses. 

3.3. EEG analyzes: temporal and phonetic visual predictive cues 

The second set of EEG analyses addresses objective 2b, to test 
whether adding articulatory movement and temporal and/or phonetic 
visual cues would facilitate neural processing of speech similarly for 
younger and older adults (AV vs. A, AVWhat vs. AWhat, AVWhen vs. 
AWhen and AVWW vs. AWW). To address this objective, first, we report 
the average response for each Age Group (younger, older) and each 
Predictive cue condition (Control, What, When, WW), separately for 
each modality (A, V, AV), in Fig. 8. Though the visual condition was not 
analyzed, we present it in the figure for the sake of transparency and 
completeness. As can be seen in the Figure, the average response pat
terns were similar for the A and AV conditions, with reduced responses 
in the AV compared to the A condition, for both younger and older 
adults. 

For each component (P1, N1, P2 and N2), Q-Q plot and histograms 
were computed, which revealed that the residuals followed a normal or 
fairly normal distribution. The descriptive statistics for each dependent 
variable and the detailed results of the LMM analyses are provided in 
Supplementary Materials 13–14 (P1), 15–16 (N1), 17–18 (P2) and 
19–20 (N2). As detailed in the following paragraphs and illustrated in 

Table 4, Age Group differences were found on P2 (both amplitude and 
latency) and N2 (latency). 

For P1 and N1 latency, the marginal fixed effect tests revealed no 
main effects and no interaction. For N1 amplitude, the LMM analyses 
revealed a main effect of Modality (F(1,210) = 6.451, p = .012). Tukey- 
corrected post hoc tests showed facilitation for AV compared to A (β 
= − 0.344, SE = 0.26, p = .0324) on N1 amplitude (Fig. 9A). There was 
also a main effect of Prediction Cue on N1 amplitude (F(3,210) = 4.913, p 
= .003). Tukey-corrected post hoc tests were conducted to decompose 
the effect of Cue on N1 amplitude. The contrasts showed facilitation for 
What compared to the control condition (β = − 0.5469, SE = 0.172, p =
.0092), and for WW compared to the Control condition (β = 0.344, SE =
0.172, p = .0063) (Fig. 9B). 

For P2 amplitude, the LMM analyses (marginal fixed effects) 
revealed a main effect of Age Group (F(1,29) = 10.958, p = .0003) 
(Younger > Older) as well as a main effect of Modality (F(1,210) = 20.25, 
p < .001) (A > AV), and Prediction Cue (F(3,210) = 10.30, p < .001). 
There was also a 2-way interaction between Age Group and Modality 
(F(1,210) = 5.642, p = .0184) and between Cue and Modality (F(3,210) =

6.12, p = .001) on P2 amplitude. Finally, the LMM analyses also revealed 
a 3-way interaction between Age Group, Modality and Prediction Cue 
(F(3,210) = 3.468, p = .0171) on P2 amplitude. Tukey-corrected post hoc 
tests were conducted to decompose the 3-way interaction on P2 ampli
tude. These tests showed P2 amplitude facilitation for AV compared to A 
in the Control condition (β = 1.612, SE = 0.358, p = .0003), and a 

Fig. 3. Accuracy results (marginal means). A. The plots display Accuracy as a function of Modality, separately for each group. B. The plots display Accuracy as a 
function of Modality, separately for each cue. Refer to the text for the list of the significant contrasts. The error bars represent the confidence intervals of the 
marginal means. 
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similar trend in the What condition (β = 1.049, SE = 0.358, p = 072), for 
younger adults, but no such P2 amplitude facilitation in older adults 
(Fig. 10A). For P2 latency, we found a main effect of Age Group (F(1,29) 
= 8.439, p = .007), with longer P2 peak latency in the older group 
(Fig. 10B). 

For N2 amplitude, the LMM analyses (marginal fixed effects) 
revealed a main effect of Prediction Cue (F(3,210) = 7.503, p = .0001) and 
a main effect of Modality (F(1,210) = 9.170, p = .003). Tukey-corrected 
post hoc tests were conducted to decompose the effect of Modality. 
These contrasts showed N2 amplitude facilitation for AV compared to A 
(β = − 0.661, SE = 0.237, p = .0058) (Fig. 11A). There was also as a 
marginally significant interaction between Age Group and Cue on N2 
amplitude (F(3,210) = 2.6742, p = .048) (Fig. 11B). Tukey-corrected post 
hoc tests were conducted to decompose the interaction between Age 
Group and Cue on N2 amplitude. The tests revealed that, in younger 
adults, there was a difference in N2 amplitude between the Control and 
the What (β = − 0.697, SE = 0.215, p = .03), When (β = − 0.746, SE =
0.215, p = .014), and WW conditions (β = − 0.831, SE = 0.215, p =
.004). In the older adults, there was a difference in N2 amplitude be
tween the Control and the What (β = − 0.653, SE = 0.215, p = .054) and 
WW conditions (β = − 0.779, SE = 0.215, p = .009), but not between the 
Control condition and the When condition, which did not show a 
facilitation (β = − 0.312, SE = 0.215, p = .833). For N2 latency, the 
LMM analyses (marginal fixed effects) revealed a main effect of Age 

Fig. 4. VE and PE results (marginal means). A. Age Group differences in VE. The groups are represented on the X-axis while VE is displayed in the y-axis. B. Age 
Group differences in PE. C. Cue by Modality interaction on PE. The Cue conditions are represented on the X-axis while PE is displayed in the y-axis. Modalities are 
colour coded. In all graphs, the error bars represent standard errors of the marginal means. Each dot is a participant. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the Web version of this article.) 

Fig. 5. Group average electrophysiological responses for the younger adults (A) 
and older adults (B). In both panels, the response in the AV condition is rep
resented as a plain line while the A + V is represented as a dotted line. In each 
plot, time is displayed in the X-axis while amplitude in μV is displayed in the y- 
axis. The 0 ms corresponds to the time of stimulus presentation. The shaded 
area represents the baseline period. The 4 components of interest are identified 
in each plot: P1, N1, P2 and N2. 
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Group (F(3,210) = 4.1524, p = .007), with longer latency for the older 
compared to the younger adults (Fig. 11C). 

3.4. Electrophysiology-behaviour relationship 

This final set of analysis addresses the third objective of the study, to 
examine the relationship between speech perception performance and 
AEPs in young and older adults to shed new lights on brain aging and its 
impact on human behaviour. This analysis focused on overall VE and 
overall PE scores, and on AEPs (P2A, P2L, N2A and N2L) measures that 
showed Age Group effects or interactions in the statistical analyses 
detailed in the previous subsections. 

For the analysis with overall VE as dependent variable, the pre
dictor variables were the AEP components that showed an effect of Age 
Group or an interaction with Age Group: P2 amplitude average (basic 
analysis), P2 latency average (basic and integration analyses), N2 
amplitude average (basic analysis) and N2 average latency (integration 
analysis). There were thus 5 analyses, which are detailed in Supple
mentary Material 21. The analyses revealed a significant mediation 
effect of P2 amplitude on overall VE for the older adults. As shown in 
Fig. 12B and C, in older adults with higher overall VE, the amplitude of 
P2 was less positive. 

For the analysis with overall PE as dependent variable, the pre
dictor variables were the AEP components that showed an effect of Age 
Group or an interaction with Age Group: P2 amplitude average (basic 
analysis), P2 latency average (basic and integration analyses), N2 
amplitude average (basic analysis) and N2 average latency (integration 
analysis). There were thus 5 analyses, which are detailed in Supple
mentary Material 22. There were no significant mediation effects of 
AEPs and no direct effect of AEPs on overall VE scores. 

4. Discussion 

The general objective of the present study was to fill a knowledge gap 
about the neural processing of auditory speech in aging under different 
levels of prediction. By measuring multiple early and late auditory 
evoked potentials (P1–N1–P2 and N2), we aimed to shed new lights on 
the locus of age-related differences in neural speech processing. To 
examine the effect of prediction, we compared the processing of 

Table 3 
Type III Tests of Fixed Effects (marginal) for the EEG integration analyses (ad
ditive model).  

Effects and interactions DF F p 

A. P1 amplitude 
Age Group 1 29 2.176 0.151 
Modality 1 29 0.090 0.767 
Hearing 1 29 0.030 0.865 
Age Group * Modality 1 29 0.202 0.656 
B. P1 latency     
Age Group 1 28 0.968 0.334 
Modality 1 25 0.055 0.816 
Hearing 1 28 0.005 0.943 
Age Group * Modality 1 25 0.566 0.459 
C. N1 amplitude 
Age Group 1 29 1.155 0.291 
Modality 1 30 4.198 0.049 
Hearing 1 29 4.605 0.040 
Age Group * Modality 1 30 0.182 0.672 
D. N1 latency 
Age Group 1 29 0.075 0.787 
Modality 1 30 7.169 0.012 
Hearing 1 29 2.555 0.121 
Age Group * Modality 1 30 1.923 0.176 
E. P2 amplitude 
Age Group 1 29 2.348 0.136 
Modality 1 30 23.039 <.0001 
Hearing 1 29 0.000 0.995 
Age Group * Modality 1 30 2.147 0.153 
F. P2 latency 
Age Group 1 29 4.487 0.043 
Modality 1 30 4.983 0.033 
Hearing 1 29 0.499 0.485 
Age Group * Modality 1 30 0.248 0.622 
G. N2 amplitude 
Age Group 1 29 0.680 0.416 
Modality 1 30 22.341 0.0001 
Hearing 1 29 0.017 0.898 
Age Group * Modality 1 30 1.897 0.179 
H. N2 latency 
Age Group 1 29 5.872 0.022 
Modality 1 30 1.326 0.259 
Hearing 1 29 0.080 0.780 
Age Group * Modality 1 30 1.618 0.213  

Fig. 6. Results for N1 and P2 for the integration analyses (additive model). A. Modality difference in N1 amplitude. B. Modality difference in N1 latency (N1-L). C. 
Modality difference in P2 amplitude (P2_A). D. Age difference in P2 latency (P2_L). E. Modality difference in P2 latency (P2_L). In all figures, N1/P2 amplitude/ 
latency is displayed in the y-axis. Each dot is a participant. The error bars represent standard errors of the marginal means. 
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auditory and audiovisual speech, and we manipulated prior knowledge 
on auditory syllables by presenting participants with visual information 
indicative of the temporal unfolding (when) or the phonetic content 
(what) of auditory syllables. Based on Winneke and Phillips (2011), we 
hypothesized that, compared to younger adults, older adults would 
show similar or enhanced audiovisual and predictive effects. Specif
ically, we expected an enhanced facilitation of AEPs (shorter latency 
and/or reduced amplitude) during AV compared to A speech, as well as 
during the processing of temporal and phonetic predictive cues, 
reflecting a lifetime of experience with speech, or perhaps a compen
sation strategy to overcome possible hearing loss. Given the 
well-established cognitive decline that occurs in aging (e.g., Park et al., 
2002; Salthouse, 1996; Salthouse, 2009), we expected that the auditory 
N2, which indexes cognitive and executive processes (e.g. Czigler et al., 
1997; Falkenstein et al., 1999; Folstein and Van Petten, 2008), would 
show either an increased amplitude, reflecting compensatory activity, or 
perhaps a decline, reflecting a disruption in processing. 

The main findings of the study are as follows: the behavioural results 
show that (1) there was a VE effect in both groups (as shown in Fig. 4 and 
detailed in Table 2B), but, contrary to our prediction, it was lower in 
older compared to younger adults, (2) predictive cues facilitated speech 
recognition in younger and older adults alike (Table 2C). The EEG re
sults showed that (3) age differences in AEPs are localized to later 

components (P2 and N2, see Tables 3 and 4), suggesting that aging 
predominantly affects higher-order cortical processes related to speech 
processing rather than lower-level auditory processes. (4) Specifically, 
the latency of the P2 and N2 components were delayed in older adults 
(Tables 3 and 4). Moreover, there was reduced AV facilitation on P2 
amplitude in older adults (Fig. 10), while there was a reduced effect of 
the When cue on N2 amplitude for older compared to younger adults 
(Fig. 11). Finally, the mediation analyzes on EEG-behaviour relationship 
revealed that (5) VE scores were associated with P2 amplitude (Fig. 12). 

4.1. Prediction facilitation as a function of age 

The main objective of the study was to examine whether adding vi
sual cues (natural or unnatural) to the speech signal would facilitate 
speech perception similarly in younger and older adults, behaviourally 
(objective 1) and at the neural level (objective 2). 

First, our behavioural results revealed that overall speech recogni
tion accuracy in a straightforward syllable identification task performed 
in quiet was lower for older adults in the V condition, suggestive of 
poorer lipreading ability in older compared to younger adults. Here, 
participants reported normal or corrected-to-normal vision, and they 
were allowed to wear their glasses or contact lenses during the experi
ment, although their visual acuity was not assessed. The low accuracy in 

Fig. 7. Results for N2 for the integration analyses (additive model). A. Modality difference in N2 amplitude. B. Age difference in N2 latency. D. Modality difference in 
P2 latency. N2 amplitude/latency is displayed in the y-axis. Each dot is a participant. In all graphs, the error bars represent standard errors of the marginal means. 
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the V modality could therefore reflect degraded sensory input or 
reduced visual processing efficiency. While the clinical relevance of 
reduced lipreading should be investigated in future work, this finding is 
consistent with previous studies showing that, compared to younger 
adults, middle-aged and/or older adults exhibit reduced lipreading 
abilities (Cienkowski and Carney, 2002; Sommers et al., 2005; Tye-
Murray et al., 2010; Winneke and Phillips, 2011). Future studies need to 
determine if adequate correction for age-related visual impairment can 
restore lip-reading ability. 

Despite a lower performance in the V condition, however, our study 
is the first to show that visual cues can improve speech processing ac
curacy in older adults. Accuracy in the visual modality was enhanced for 
the young and older adults when visual predictive cues were provided 
(especially the What and the WW cues). Moreover, the prediction effect 
(PE) scores did not show any effect of age groups. In the V modality, 
older adults improved maximally upon presentation of the dual (WW) 
cue, as did younger adults. This suggests that the visual cues were pro
cessed and that they were helpful to older adults. Given that visual 
speech information can be processed, even at the categorical level, by 
the human brain (O’Sullivan et al., 2016), the finding that prediction 
cues can improve lipreading in older adults has potential implications 
for the care and rehabilitation of older adults with communication dif
ficulties, especially for those with significant hearing loss who rely more 
heavily on visual speech and audiovisual integration (Puschmann et al., 
2019). Identifying strategies to improve visual speech processing is of 
key importance for this population; additional empirical evidence is 
needed to determine if visual cues such as the ones used in the present 
study have beneficial impacts on elderly adults with hearing 
impairments. 

Though our results show that older adults are capable of integrating 
AV information to decipher speech, older participants in the present 
study exhibited poorer VE compared to younger ones, which suggests 
that, though preserved, the ability to benefit from natural visual infor
mation is reduced in aging. Importantly, VE was unaffected by hearing. 
These results are in line with studies demonstrating that performance 
enhancement for AV compared to A speech is lower for older compared 
to younger adults (Tye-Murray et al., 2010; Yang and Ren, 2018), but it 
is at odds with other studies that did not find a decline in enhancement 

in aging (Avivi-Reich et al., 2018; Cienkowski and Carney, 2002; Ganesh 
et al., 2017; Sommers et al., 2005; Winneke and Phillips, 2011). Recent 
investigations have suggested an age-related change in the conditions 
needed for older adults to benefit from AV speech, rather than an ab
solute incapacity to benefit from an audiovisual signal, with older adults 
benefiting less when signal-to-noise ratio is low (Jansen et al., 2018; 
Stevenson et al., 2015) and when the visual information is degraded 
(Gordon and Allen, 2009). Crucially, in the present study, an age dif
ference was observed even in quiet, using non-degraded stimuli. In 
addition to the context, it is possible that changes in AV integration are 
progressive. Indeed, in several previous studies, participants classified as 
“older” were, on average, younger than 60 (Jansen et al., 2018; Ste
venson et al., 2015), which is young. In the present study, the older 
group was older (average of 67 years), and a group difference was 
observed in the absence of noise, suggesting that a decline in the AV 
enhancement effect may appear gradually with increasing age. Addi
tionally, one cannot exclude that effects of dual-tasking and 
attention-sharing might be present in our experimental tasks, preventing 
older participants from maximally benefiting from the visual cues. 
Additional studies are needed to investigate the environmental condi
tions and participants characteristic (including visual acuity and more a 
detailed cognitive assessment) that affect audiovisual facilitation. 

Together, these findings suggest that predictive coding capabilities, 
in general, may be reduced in older adults. Predictive coding theories 
suggest that our perceptual experience is determined by a fine balance 
between internal predictions based on priors acquired over the course of 
our lifetimes and incoming sensory evidence (Clark, 2013; Friston, 
2005, 2010, 2010; Rao and Ballard, 1999). Sensory evidence and priors 
are thought to be fused in a Bayesian way, leading to a prediction about 
the state of the world. Aging offers a unique opportunity to probe this 
notion, as the amount of phonetic information accumulated, especially 
about talker variability, increases over the lifetime, as well as knowledge 
about communication contexts, while at the same time predictive coding 
mechanisms probability become more fine-tuned and efficient. Impor
tantly, however, the precision of sensory processing degrades with age, 
in both the auditory and visual modalities. While the first factor (accu
mulated knowledge) strengthens the influence of predictions, the second 
(reduced sensory processing) lowers the influence of sensory evidence, 

Fig. 8. Group average electrophysiological responses for the younger adults (top panels) and older adults (bottom panels), separately for the A condition (left 
panels), V condition (central panels) and AV condition (right panel). In each plot, time is displayed in the X-axis while amplitude in μV is displayed in the y-axis. The 
0 ms corresponds to the time of stimulus presentation. The shaded area represents the baseline period. The 4 components of interest are identified in each plot: P1, 
N1, P2 and N2. 
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especially unisensory signals. One possibility is that experience plays a 
stronger role than sensory decline, but our results suggest that impov
erished sensory processing may be playing a stronger part in the inter
play between these opposing forces. Additional studies are needed to 
compare predictive coding in younger and older adults with various 
levels of visual and auditory acuity to determine the threshold at which 
sensory processing becomes the dominant mechanisms driving predic
tive coding. 

4.2. Age differences in electrophysiological responses are localized to P2 
and N2 

A central objective of the present study was to shed new lights on the 
locus of age differences in the neural processing of speech sounds, which 
has major implications for understanding speech processing difficulties 
and to guide rehabilitation research and practice. This was achieved by 
investigating several ERP components: the P1–N1–P2 complex as well as 
the later N2 component. 

Our results show that, controlling for hearing thresholds in the low 
frequency range (PTA), age differences in electrophysiological response 
to speech were predominantly located to P2 and N2. This suggests that 
speech processing difficulties may result from changes to higher-order 
cortical processes rather than lower-level auditory ones. 

While several studies have reported age differences in the neural 
responses to speech in older adults, and more generally, the neural re
sponses to sounds (e.g. Anderson and Karawani, 2020), uncertainty re
mains regarding the nature of these changes and how they affect speech 
perception performance. Previous AV speech studies investigating AEPs 
in aging have largely focused on the P1–N1–P2 complex. The P1–N1–P2 
complex represents the obligatory sensory-evoked response of the 
auditory system (Naatanen and Picton, 1987). The P1–N1–P2 complex 
can be used to indirectly assess the integrity of the central auditory 
system, up to the cortex. The earlier P1 primarily originates from the 
primary auditory cortex, and is thought to have subcortical contribu
tions, including the reticular activating system (e.g., Erwin and Buch
wald, 1987). The N1 component has been localized to the primary and 
secondary auditory associative regions (e.g., Eggermont and Ponton, 
2002; Naatanen and Picton, 1987). It is related to stimulus detection and 
the encoding of auditory stimulus properties. Both components are 
obligatory auditory responses unaffected by attention. In early studies of 
syllable discrimination, Tremblay et al. reported evidence of neural 
disruptions in older adults in the form of delayed N1 latency, potentially 
reflecting age-related changes in neural synchrony (Tremblay, Piskosz, 
& Souza, 2002, 2003). A similar age-related delayed N1 latency was 
reported by Bidelman et al. during a vowel categorization task (Bidel
man et al., 2014). However, Soros and colleagues, using MEG, found no 
delays in P1 or N1m either during passive listening of rapid sequences of 
speech sounds, but instead stronger amplitude for older adults (Soros 
et al., 2009). Likewise, Roque et al. reported age differences in P1 during 
an auditory word identification task performed in quiet, with older 
adults exhibiting earlier P1 peak latency and larger amplitude compared 
to younger adults; but no difference on N1 was found (Roque et al., 
2019). In the present study, the P1 and N1 showed no signs of 
age-related disruptions. This suggests that basic auditory processing 
during a simple syllable recognition in quiet task, at least in our sample, 
was largely unchanged with age. 

In contrast to early components, the later auditory components—P2 
and N2—showed evidence of age-related disruptions, with overall lower 
amplitude and longer latencies. Latency generally reflects the time point 
of the peak neurophysiological response peak relative to the eliciting 
stimulus. Latency is related to neural conduction time and site of exci
tation: the time it takes for the sound to travel through the peripheral 
auditory system to the place of excitation in the central nervous system 
(Alain and Tremblay, 2007). Earlier peaks are therefore presumed to 
reflect the output of a process that is completed earlier in time. Several 
studies have shown an age-related increase in P2 latency (e.g., Billings 

Table 4 
Type III Tests of Fixed Effects (marginal) for the EEG analyses.  

Effects and interactions DF F p 

B. P1 amplitude 
Age Group 1 29 2.753 0.108 
Prediction cue 3 210 0.703 0.551 
Modality 1 210 0.412 0.522 
Hearing 1 29 0.034 0.854 
Age Group * Prediction cue 3 210 0.469 0.704 
Age Group * Modality 1 210 0.086 0.770 
Prediction cue * Modality 3 210 0.027 0.994 
Age Group * Prediction cue * Modality 3 210 0.631 0.596 
B. P1 latency     
Age Group 1 29 0.017 0.896 
Prediction cue 3 198 1.579 0.196 
Modality 1 198 0.150 0.699 
Hearing 1 29 0.075 0.786 
Age Group * Prediction cue 3 198 1.540 0.205 
Age Group * Modality 1 198 2.223 0.138 
Prediction cue * Modality 3 198 0.356 0.785 
Age Group * Prediction cue * Modality 3 198 1.448 0.230 
I. N1 amplitude 
Age Group 1 29 2.417 0.131 
Prediction cue 3 210 4.913 0.003 
Modality 1 210 6.451 0.012 
Hearing 1 29 3.251 0.082 
Age Group * Prediction cue 3 210 1.107 0.347 
Age Group * Modality 1 210 1.904 0.169 
Prediction cue * Modality 3 210 2.163 0.094 
Age Group * Prediction cue * Modality 3 210 1.353 0.258 
J. N1 latency 
Age Group 1 29 0.011 0.917 
Prediction cue 3 210 0.326 0.807 
Modality 1 210 2.703 0.102 
Hearing 1 29 2.058 0.162 
Age Group * Prediction cue 3 210 1.336 0.264 
Age Group * Modality 1 210 0.338 0.562 
Prediction cue * Modality 3 210 0.414 0.743 
Age Group * Prediction cue * Modality 3 210 0.016 0.997 
K. P2 amplitude 
Age Group 1 29 10.96 0.003 
Prediction cue 3 210 10.30 <.0001 
Modality 1 210 20.25 <.0001 
Hearing 1 29 0.00 0.955 
Age Group * Prediction cue 3 210 1.45 0.231 
Age Group * Modality 1 210 5.64 0.018 
Prediction cue * Modality 3 210 6.12 0.001 
Age Group * Prediction cue * Modality 3 210 3.47 0.017 
L. P2 latency 
Age Group 1 29 8.439 0.007 
Prediction cue 3 210 0.322 0.810 
Modality 1 210 0.441 0.507 
Hearing 1 29 0.271 0.607 
Age Group * Prediction cue 3 210 1.046 0.373 
Age Group * Modality 1 210 0.529 0.468 
Prediction cue * Modality 3 210 0.511 0.675 
Age Group * Prediction cue * Modality 3 210 1.576 0.196 
M. N2 amplitude 
Age Group 1 29 2.476 0.127 
Prediction cue 3 210 7.503 0.0001 
Modality 1 210 9.170 0.003 
Hearing 1 29 0.402 0.531 
Age Group * Prediction cue 3 210 2.674 0.048 
Age Group * Modality 1 210 1.906 0.169 
Prediction cue * Modality 3 210 2.117 0.099 
Age Group * Prediction cue * Modality 3 210 2.029 0.111 
N. N2 latency 
Age Group 1 29 7.476 0.011 
Prediction cue 3 210 0.104 0.958 
Modality 1 210 0.117 0.733 
Hearing 1 29 0.246 0.624 
Age Group * Prediction cue 3 210 1.456 0.228 
Age Group * Modality 1 210 0.585 0.445 
Prediction cue * Modality 3 210 0.355 0.786 
Age Group * Prediction cue * Modality 3 210 0.065 0.979  
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Fig. 9. N1 amplitude (marginal means). A. Modality differences in N1 amplitude in μV) (N1_A). Each modality is represented on the X-axis while amplitude is 
displayed in the y-axis. Each dot is a participant. B. Prediction Cue differences in N1 amplitude (N1_A). The Cue conditions are represented on the X-axis while 
amplitude is displayed in the y-axis. Modalities are colour coded. Il all graphs, the error bars represent standard errors of the marginal means. 

Fig. 10. P2 results (marginal means). A. 3-way interaction between Age Group, Cue and Modality on P2 amplitude (P2_A). B. Group difference in P2 latency (P2_L). 
In all graphs, P2 amplitude/latency is displayed in the y-axis. The error bars represent standard errors of the marginal means. Each dot is a participant. 
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et al., 2015; Czigler et al., 1992; Goodin et al., 1978; Iragui et al., 1993; 
Tremblay et al., 2004; Tremblay et al., 2002, 2003). An increase in la
tency could reflect increased neural conduction time with normal aging, 
or more laborious neural processing which could be related to decline in 
the structure of the cerebral cortex, for example. 

The auditory P2 is thought to reflect synchronous neural activation 
in the thalamic-cortical segment of the central nervous system, mainly 
originating from the supratemporal plane of the auditory cortex (e.g., 
Naatanen and Picton, 1987). Previous neurophysiological studies, as 
well as the present one, have shown that the N1/P2 complex occurs 

Fig. 11. N2 results (marginal means). A. Main effect of Modality on N2 amplitude (N2_A). B. 2-way interaction between Age Group and Prediction Cue on N2 
Amplitude (N2_A). C. Group difference in N2 latency (N2_L). In all graphs, the error bars represent standard errors of the marginal means. Each dot is a participant. 

Fig. 12. Significant mediation results 
illustrating the relationship between 
VE and P2 amplitude for younger and 
older adults. A. Mediation model for 
the significant mediation. X = the 
predictor variable; M = the mediator 
variable; Y = the dependent variable; 
Cov = covariate; a represents the effect 
of X on M; b represents the effect of M 
on Y. B. The scatterplot displays the 
mediating effect of Age Group on VE 
through P2 amplitude. In both the 
scatterplots, each dot represents a 
participant. The red dots represent the 
younger participants while the blue 
dots represent the older participants. 
(For interpretation of the references to 
colour in this figure legend, the reader 
is referred to the Web version of this 
article.)   
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earlier and its amplitude is lower for AV compared to unimodal (A) 
speech processing (e.g., Besle et al., 2004; Klucharev et al., 2003; Treille 
et al., 2014a; Treille et al., 2017; Treille et al., 2014b; Treille et al., 2018; 
van Wassenhove et al., 2005). P2 is often considered as an index of AV 
integration. Here, while P2 latency showed an age-related delay, it 
showed no evidence of interaction between group and modality, either 
in the basic analysis or in the integration analyses, suggesting that AV 
integration is taking place in older adults in a manner that is similar to 
younger adults. However, in terms of amplitude, there was some evi
dence of reduced P2 facilitation in older adults compared to younger 
adults (i.e. in the Control and the What conditions). These findings 
suggest that P2’s sensibility to prediction is slightly reduced in aging. 
Interestingly, the brain-behaviour analyses revealed a relationship be
tween P2 amplitude difference and overall VE scores. Older adults who 
exhibited facilitation (overall lower P2 amplitude) also exhibited a 
higher overall VE score, suggesting that a lowering of P2 amplitude with 
age may be normal and even beneficial to AV speech processing, perhaps 
reflecting increased experience and reduced processing need. Together, 
these results suggest that normal age-related changes to P2 affect speech 
processing skills in older adults, with those exhibiting a more efficient 
audiovisual integration process, as reflected by lower P2 amplitude, 
maintaining better AV speech skills. This notion is consistent with a 
prior study that found that increased N1–P2 signal was negatively 
correlated with speech classification performance in young and older 
adults (Bidelman et al., 2014). The finding of reduced amplitude and 
delayed P2 in older adults suggest that audiovisual integration may be 
less energy consuming in older adults. Interestingly, Anderson and 
Karawani (2020) have suggested that an imprecise stimulus represen
tation associated with age could lead to delays in P2. Future studies with 
larger sample sizes and using more challenging speech tasks will help 
clarify the mechanism that underlies age-related changes in P2, and 
more generally, in audiovisual integration for speech. Critically, such 
analyses will need to take into account not just hearing but also visual 
capabilities. 

In addition to age differences in the auditory P2, we also found sig
nificant differences in the auditory N2. Similar to P2, N2 was generally 
delayed in older adults, but it also showed a decline in facilitation effects 
compared to younger adults. The N2 is a broad, slow negativity that 
occurs in the 140–300 ms latency range after stimulus onset. It is 
thought to index attentional discrimination process and response 
monitoring. Previous studies have shown delayed N2 latency for older 
compared to younger adults (Dushanova and Christov, 2013; Goodin 
et al., 1978; Schiff et al., 2008) and lower N2 response amplitudes in 
older compared to younger adults during a speech perception in noise 
task (Billings et al., 2015). In a series of studies, Czigler et al. showed 
that attention-related processes in the visual modality, as indexed by 
event-related potentials—have longer latency in the elderly (Czigler 
et al., 1997). This delay in the posterior N2 (selection negativity) was 
considered as evidence for age-related delay in stimulus evaluation. As a 
consequence of the slowing down of attentional processes, as indicated 
by the slowing of the auditory N2, the use of prediction in speech 
perception may become less efficient in older adults, however, we did 
not find significant relationship between N2 and speech performance. 

5. Conclusion 

Our results indicate that aging affect speech processing at multiple 
levels, including sensory (visual) processing, multimodal integration 
and attentional processes. Despite impaired lipreading abilities, older 
adults were able to use visual prediction cues to help decipher speech, 
suggesting preserved AV integration capabilities. These findings have 
important implications for rehabilitation research and interventions by 
suggesting that improving communication in older ages may rest on the 
need to enhance sensory processing, but also information integration 
and attention processes. 
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Quebec (FRQ-S, #35016). 

We thank all participants. 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.neuropsychologia.2021.107949. 

Credit author statement 

Pascale Tremblay: Conceptualization, Methodology, Investigation, 
Formal analysis, Visualization, Writing – original draft. Serge Pinto: 
Conceptualization, Investigation, Writing—Reviewing and Editing. 
Anahita Basirat: Conceptualization, Writing—Reviewing and Editing. 
Marc Sato: Conceptualization, Methodology, Investigation, Resources, 
Project administration, Writing—Reviewing and Editing. 

References 

Alain, C., Tremblay, K., 2007. The role of event-related brain potentials in assessing 
central auditory processing. J. Am. Acad. Audiol. 18 (7), 573–589. 

Anderson, S., Karawani, H., 2020. Objective evidence of temporal processing deficits in 
older adults. Hear. Res. 397, 108053. https://doi.org/10.1016/j. 
heares.2020.108053. 

Arnal, L.H., Morillon, B., Kell, C.A., Giraud, A.L., 2009. Dual neural routing of visual 
facilitation in speech processing. J. Neurosci. 29 (43), 13445–13453. https://doi. 
org/10.1523/JNEUROSCI.3194-09.2009. 

Avivi-Reich, M., Puka, K., Schneider, B.A., 2018. Do age and linguistic background alter 
the audiovisual advantage when listening to speech in the presence of energetic and 
informational masking? Atten. Percept. Psychophys. 80 (1), 242–261. https://doi. 
org/10.3758/s13414-017-1423-5. 

Baart, M., Stekelenburg, J.J., Vroomen, J., 2014. Electrophysiological evidence for 
speech-specific audiovisual integration. Neuropsychologia 53, 115–121. https://doi. 
org/10.1016/j.neuropsychologia.2013.11.011. 

Besle, J., Fort, A., Delpuech, C., Giard, M.-H., 2004. Bimodal speech: early suppressive 
visual effects in human auditory cortex. Eur. J. Neurosci. 20, 2225–2234. 

Bidelman, G.M., Villafuerte, J.W., Moreno, S., Alain, C., 2014. Age-related changes in the 
subcortical-cortical encoding and categorical perception of speech. Neurobiol. Aging 
35 (11), 2526–2540. https://doi.org/10.1016/j.neurobiolaging.2014.05.006. 

Billings, C.J., Penman, T.M., McMillan, G.P., Ellis, E.M., 2015. Electrophysiology and 
perception of speech in noise in older listeners: effects of hearing impairment and 
age. Ear Hear. 36 (6), 710–722. https://doi.org/10.1097/AUD.0000000000000191. 

Brodbeck, C., Presacco, A., Anderson, S., Simon, J.Z., 2018. Over-representation of 
speech in older adults originates from early response in higher order auditory cortex. 
Acta Acust United Acust 104 (5), 774–777. https://doi.org/10.3813/AAA.919221. 

Cervantes Constantino, F., Simon, J.Z., 2018. Restoration and efficiency of the neural 
processing of continuous speech are promoted by prior knowledge. Front. Syst. 
Neurosci. 12, 56. https://doi.org/10.3389/fnsys.2018.00056. 

Chaba, 1988. Speech understanding and aging. Working group on speech understanding 
and aging. Committee on hearing, bioacoustics, and biomechanics, commission on 
behavioral and social sciences and education, national research council. J. Acoust. 
Soc. Am. 83 (3), 859–895. 

Cienkowski, K.M., Carney, A.E., 2002. Auditory-visual speech perception and aging. Ear 
Hear. 23 (5), 439–449. https://doi.org/10.1097/00003446-200210000-00006. 

Clark, A., 2013. Whatever next? Predictive brains, situated agents, and the future of 
cognitive science. Behav. Brain Sci. 36 (3), 181–204. https://doi.org/10.1017/ 
S0140525X12000477. 
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