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Many factors affect our ability to decode the speech signal, including its quality, the complexity of the elements
that compose it, as well as their frequency of occurrence and co-occurrence in a language. Syllable frequency ef-
fects have been described in the behavioral literature, including facilitatory effects during speech production and
inhibitory effects during word recognition, but the neural mechanisms underlying these effects remain largely
unknown. The objective of this study was to examine, using functional neuroimaging, the neurobiological corre-
lates of three different distributional statistics in simple 2-syllable nonwords: the frequency of the first and sec-
ond syllables, and the mutual information between the syllables. We examined these statistics during nonword
perception and production using a powerful single-trial analytical approach. We found that repetition accuracy
was higher for nonwords inwhich the frequency of the first syllablewas high. In addition, brain responses to dis-
tributional statistics were widespread and almost exclusively cortical. Importantly, brain activity wasmodulated
in a distinct manner for each statistic, with the strongest facilitatory effects associated with the frequency of the
first syllable and mutual information. These findings show that distributional statistics modulate nonword per-
ception and production. We discuss the common and unique impact of each distributional statistic on brain ac-
tivity, as well as task differences.

© 2016 Elsevier Inc. All rights reserved.
Introduction

Human verbal communication is accomplished through a complex
series of neurocognitive and neuromotor processes involving the plan-
ning and production of speech sounds to form syllables, words and
sentences. Several neurobiological and computational models assume
that the syllable is a basic sublexical unit for speech processing and pro-
duction (e.g., Bohland et al., 2010; Guenther and Vladusich, 2012;
Guenther et al., 2006; Levelt, 1999; MacNeilage, 1998). Levelt (1999)
suggested that motor programs for the most frequent syllables are
stored in a “mental syllabary”, whereas less frequent syllables are com-
piled from smaller units such as phonemes or diphones. Consistentwith
the notion of a role for syllables in speech comprehension and produc-
tion, neuroimaging studies suggest an abstract representation of sylla-
bles that is independent of their particular acoustic features (Brendel
et al., 2011; Evans and Davis, 2015; Otaka et al., 2008; Peeva et al.,
2010; Siok et al., 2003). Neurobiological studies have documented sen-
sitivity to the syllable or to syllabic structure manipulations in several
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brain areas including the supratemporal plane, the inferior frontal
gyrus and precentral gyrus/sulcus (premotor cortex) during passive
speech perception (e.g., Binder et al., 1994; Deschamps and Tremblay,
2014; Giraud and Price, 2001; Zatorre et al., 1992) and speech produc-
tion (e.g., Bohland and Guenther, 2006; Riecker et al., 2000, 2005,
2008; Tremblay and Small, 2011).

Based on a lifetime of experience, adult speakers likely acquire a rep-
resentation of the distributions of spoken single syllable frequency and of
the degree of association between syllable pairs in their native language.
Specifically, a large body of behavioral work has shown sensitivity to
the frequency of single syllables (Alario et al., 2004; Carreiras and Perea,
2004; Cholin et al., 2006, 2011; Laganaro and Alario, 2006; Levelt and
Wheeldon, 1994). A separate body of work has documented a strong ca-
pacity, from childhood, to acquire such statistics (Newport and Aslin,
2004; Pelucchi et al., 2009a, 2009b; Pena et al., 2002; Saffran et al.,
1996, 1999). Interestingly, it has also been shown that, in adults with
apraxia of speech, a disorder of motor programming, speech production
errors reflect the influence of syllable-based processing mechanisms,
withmore errors inwords containing a less frequent first syllable, consis-
tent with impairment to the mental syllabary (Aichert and Ziegler, 2004;
Staiger and Ziegler, 2008), and supporting the notion that sublexical dis-
tributional information is learned (we refer to this as distributional knowl-
edge). Neurobiological studies have shown that adults are highly sensitive
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to distributional knowledge. Specifically, recent Magnetoencephalogra-
phy (MEG) and Electrocorticography (ECoG) studies have used auditory
speech as input and documented sensitivity to transition probabilities
(TP) between single phonemes (Leonard et al., 2015), sensitivity to pho-
neme “surprisal” given the cohort of phonemes heard to that point
(Ettinger et al., 2014), and sensitivity to the range of potential upcoming
phonemes (Cibelli et al., 2015; Ettinger et al., 2014). These studies focused
on the temporal lobe via pre-defined ROIs (Ettinger et al., 2014) or a lim-
ited ECoG sampling space (Cibelli et al., 2015; Leonard et al., 2015). In a
whole-brain fMRI study of spoken word comprehension, Vaden et al.
(2011b) examined the neural correlates of biphone frequency. Their re-
sults showed that participants' performance during a nonword detection
task was poorer for sequences containing high frequency biphones.
Higher BOLD signal was found for high frequency biphones only in the
left inferior frontal gyrus (IFG), a finding that was replicated in a subse-
quent study by the same group (Vaden et al., 2011a). The authors took
the absence of sensitivity to biphone frequency in lower level auditory re-
gions to suggest that these regions are not involved in sublexical process-
es. Carreiras et al. (2006) using fMRI, found that low-frequency syllables
were associated with greater brain activation as compared to high-
frequency syllables in the left anterior insula during a reading aloud task
(but see also Riecker et al., 2008 for null findings).

This neurobiological literature is consistent with pivotal behavioral
studies that documented sensitivity to phonotactic probability. In these
studies (Vitevitch et al., 1997, 1999; Vitevitch and Luce, 1998), it was
shown that participants process nonwordswith higher phonotactic prob-
ability more fluently compared to those with lower probability. Interest-
ingly, the opposite was found for words, suggesting that neighborhood
effects are responsible for increased competition among lexical represen-
tations, which slows down word recognition. In addition, it was found
that having participants consider nonwords aswords reverses the facilita-
tory effect of frequency (Vitevitch et al., 1999), which is consistent with
the inhibitory effect documented by Vaden et al. (2011a, 2011b).

Given this prior work, it is still unclear how distributional knowledge
of syllable statistics impact processing at the whole brain level, and par-
ticularlywhether there are brain regions that are sensitive tomutual con-
straints between syllables. Speaking to this issue, Leonard et al. (2015),
using ECoG, found sensitivity to biphone transition probabilities in non-
words in left temporal regions (the right hemispherewas not examined).
Interestingly, in some electrodes, higher TPs were associated with lower
activity, consistent with both predictive coding accounts (Friston and
Kiebel, 2009; Rao and Ballard, 1999), and the behavioral literature, but
in others they were linked to higher activity. Furthermore, Leonard
et al. (2015) found that not only forward TP (the probability of the next
phoneme given the current) but also backward TP (the probability of
the previous phoneme given the current) were tracked in temporal elec-
trodes. This retrospective process is consistent with the notion that the
temporal cortex integrates information over relatively long time periods
and can use accumulating information for re-interpreting prior inputs
(Shahin et al., 2009). In summary, the literature suggests that some
brain regions are sensitive to language-specific sublexical distributional
probabilities, with distinct responses depending on the type of stimuli
used (words vs. nonwords). However, it is unclear whether distinct dis-
tributional statistics engage spatially distinct or overlapping brain net-
works, and whether these effects (facilitatory vs. inhibitory) differ as a
function of the task. There is reason to think that distributional knowl-
edge of base-rate (marginal) frequencies and co-occurrence (associative)
frequencies aremediated by partially separate systems. In a study of arti-
ficial auditory streams where marginal frequencies and co-occurrence
frequencies were manipulated orthogonally, largely separate areas with-
in the lateral temporal cortexwere identified (Tobia et al., 2012). Howev-
er, prior work within the speech domain has focused on either “surprisal
effects” reflecting transitional probabilities (Ettinger et al., 2014; Leonard
et al., 2015), or on marginal frequency effects (Cibelli et al., 2015). It is
therefore unclear whether, during speech processing, different systems
are sensitive to marginal frequencies and associative constraints.
The specific objectives of the current study were therefore twofold:
(1) to compare the neurobiological correlates of three different
sublexical distributional probabilities: first syllable frequency, second
syllable frequency and mutual information; and (2) to determine
whether the nature of sublexical distributional-probability effects (facil-
itation, inhibition) varies with task demands (here implemented via
speech production vs. perception). Because we were interested in iden-
tifying sublexical processes that are not subservient to word-level ef-
fects, and since lexical status is known to interact with phonotactic-
level frequency manipulations (Alvarez et al., 2001; Vitevitch, 2003;
Vitevitch et al., 1999), we used legal nonwords (i.e., pseudowords con-
sistent with the phonotactic constraints of Italian) throughout the
study. We manipulated three syllable-level distributional statistics as
estimated from a corpus: the log-transformed frequency of the first
and second syllable in a disyllable nonword (e.g., /bi/–/da/), and the
pointwise mutual information (MI) of the syllable pairs, which is
expressed as log [P(syllable1 | syllable2) / P(syllable1)]. We used MI
as it is a symmetric measure that captures the extent to which two
events are mutually constraining, thereby allowing us to compare the
correlates of predictability for single and multi-unit syllables. The MI
metric differs from conditional probability, P(syl2 |syl1) as it effectively
normalizes the conditional probability by P(syl2). This is important be-
cause in the distributions of natural language theremight be strong cor-
relations between these two statistics (more frequent syllables are
more likely to come after others; seeMethods). Finally, we used a pow-
erful single-trial fMRI analytic approach (Pernet et al., 2011), which
allow for the examination of variation in brain activations in relation
to parametric variations in stimuli properties.

Based on priorwork,we expected that the correlation between brain
activity and first syllable frequency (FS1) would be mainly negative
(i.e., reduced activity with increased frequency) for speech production,
reflecting the known behavioral facilitatory effect of syllable frequency
on tasks involving nonword production. We expected to find these ef-
fects in regions known to be involved in sublexical processing, including
the anterior insula, the supratemporal cortex, the premotor cortex, and
inferior frontal gyrus and sulcus. For the second-syllable frequency ef-
fect (FS2), we expected a much more limited spatial distribution com-
pared to FS1, as given any predictive framework to speech perception,
the responses to the second syllable should depend not only on its
base-rate frequency but also on the relative transition constraints be-
tween the two syllables which was quantified here via MI. For this rea-
son, we expected that higher MI should be strongly linked to lower
activity reflecting a facilitatory effect. Because there is little previous re-
search on the neural processing of FS2 and MI, we did not have specific
hypotheses about the neural network that would be involved, though
we expected the supratemporal cortex would be involved because of
its known involvement in processing other distributional statistics
such as transition probabilities at the phonemic level (Ettinger et al.,
2014; Leonard et al., 2015). To determine whether there are task differ-
ences in the processing of distributional statistics, we also compared the
neural processing of distributional statistics in nonword perception and
production. Though this is the first study, to our knowledge, to examine
task effects in statistical information processing, we expected similar
networks to be engaged for perception and production, based on prior
neuroimaging studies showing overlap in the brain activity for percep-
tion and production at the level of the cerebral cortex, in both premotor
and auditory areas of the frontal and temporal lobes (Aziz-Zadeh et al.,
2010; Buchsbaum et al., 2001; Okada and Hickok, 2006; Tremblay et al.,
2013b, 2013c; Tremblay and Small, 2011; Zheng et al., 2010).

Materials and methods

Participants

Twenty-three healthy native Italian speakers were recruited for this
study. Data of one participant were excluded due to technical failure,
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and data for two others were excluded due to artifact in the MRI data,
leaving a final group of 20 adults (8 males; 24.4 ± 4.6 years, education:
15.7 ± 2.8 years), with normal self-reported hearing, and no history of
language or neurological or neuropsychological disorders. 18 participants
were right-handed and two were ambidextrous (mean ± SD=+71 ±
26) (Oldfield, 1971). The study was approved by the Ethical Review
Board of the University of Trento in Italy.

Stimuli

The stimuli were 450 meaningless disyllabic nonwords that were
controlled for both syllable complexity (only CV syllables were used)
and suprasyllabic complexity (all nonwords contained two different
CV syllables). The nonwords were created from a set of 119 simple
consonant-vowel (CV) syllables selected from a database derived from
itWaC, a large corpus (~1.5 billion words) of Italian online content
(Baroni et al., 2009). The syllable database was obtained by automati-
cally transcribing and syllabifying the corpus using a phonetic lexicon
containing transcriptions of about 400,000 Italian words (Cosi and
Avesani, 2001). Words that were present in the online content but not
present in this lexicon were discarded. The resulting transcribed corpus
contained more than 3 billion syllables. We used the syllable frequency
information from this corpus to select syllables for the experiment. A
total of 5405 unique CV syllables were coded in the database. For the
present study, we selected a set of 119 CV syllables, which were
composed of combinations of a subset of all Italian phonemes,
including seven different vowels (/a, e, i, o, u, ɛ, ɔ /) and nineteen conso-
nants (/b, d, f, g, j, k, l, ʎ, m, n, ɲ, p, r, s, ʃ, t, v, w, z/).

From this syllable set, we constructed 450 meaningless disyllabic
nonwords (the lexical status of the nonwords was verified by two na-
tive Italian speakers). Each of the 119 different syllables was used at
least once, with a mean ± SD of 7±4 occurrences. For each nonword,
the frequency of the first syllable (FS1), the frequency of the second syl-
lable (FS2) and the pointwisemutual information (MI) were calculated
from the corpus. We calculated these frequencies based on the overall
distribution of a syllable in the corpus, independent of positional infor-
mation within a word. While this may not appear sophisticated from a
psycholinguistic perspective, from a neurobiological perspective, it
loads directly on the notion of Hebbian learning of more frequently en-
countered syllables. In this initial study of the topic, we wanted to see if
wewouldfind a neural signature for this property. Because the frequen-
cy distributions of FS1 and FS2 were not normal, they were log trans-
formed. Pointwise Mutual Information (MI) is a measure of the
quantity of shared information by two variables (here FS1 and FS2)
that is based on their joint probability distribution (MISD = log[P(syl2
| syl1) /P(syl2)]; or alternatively, log[P(syl1, syl2) /(P(syl1) ∗ P(syl2))],
and can be used to describe the statistical dependence between two el-
ements (Gueguen et al., 2014). The nonwords were created via a re-
peated sampling procedure to construct a set of nonwords such that
across the entire set, MI, log(FS1) and log(FS2) were uncorrelated.
Note that in Italian, the correlation between P(syl2) and P(syl2 | syl1),
as estimated from the corpus is positive (rSD = 0.28). The correlation
betweenP(syl1) and P(syl1 | syl2) is also positive (rSD=0.27). Put sim-
ply, more frequent syllables are more likely to both follow and precede
others. Thus, it is difficult to dissociate base-rate correlates from those of
transition probability. Instead, our use of MI obviates this problem, (di-
viding transition probability by base rate simply produces the MI
expression).

To generate the auditory nonword stimuli, a native male Italian
speaker from the North of Italy recorded the 119 syllables in a sound-
attenuated booth. The speaker produced each syllable at least five
times, always within a carrier sentence (“adesso dico … ”; translation:
“now I say… ”). The best token of each syllable was used in the exper-
iment, such that each syllable in the studywas representedwith a single
token, following the procedure developed by Buiatti et al. (2009) and
McNealy et al. (2006). The syllables were recorded at 44 KH using a
unidirectional microphone connected to a professional amplifier,
saved directly to disk using Sound Studio 3.5.4 (Felt Tip Software, NY,
USA), edited offline using Wave Pad Sound Editor 4.53 (NHC Software,
Canberra, Australia). All syllables were equalized in duration (275 ms),
envelope (275 ms, ±15 ms fade in, ±15 ms fade out) and root mean
square (RMS) intensity. After establishing the set of single-syllable
sound files, syllable pairs were concatenated into disyllabic nonwords.
It should be noted that this procedure prevented nonwords from
being perceived as words in the sense that they contained no trace of
coarticulation that could provide cues into the following syllable.
Coarticulation can provide cues to upcoming phonemes/syllables, of-
tentimes well in advance of a future phoneme (e.g., Amerman et al.,
1970; Daniloff and Moll, 1968; Goffman et al., 2008; Lehiste and
Shockey, 1972; Ohala, 1993). However, in our study coarticulation
only existed within a syllable, but not across. Thus, the typical
coarticulation patterns in the VCV section of the bi-syllable CVCV were
absent, which removed any predictive information that the first vowel
typically carries about the second consonant. This allowed us to ensure
that any effect of predictability was entirely related to statistics and not
to acoustical cues in the signal (coarticulation). We provide a list of all
stimuli in Supplementary Table 1 along with FS1, FS2 and MI statistics.

Tasks

The experiment included two experimental tasks: (1) passive
speech perception (Perception), and (2) speech production (Produc-
tion). Task instructions were pre-recorded by the same speaker who
recorded the experimental stimuli and played back to all participants
before beginning the fMRI session to aid in normalizing to speaker-
specific pronunciation patterns. During Perception, participants
listened to 225 disyllabic nonwords (CV-CV nonwords) passively
presented through a high quality, digital passive noise-attenuation
MRI-compatible stereo headset (Serene Sound, Resonance Technolo-
gy Inc.). To ensure that participants maintained vigilance during Per-
ception, they were instructed to press a response-box button each
time the same syllable was repeated within a pair (“catch trials”;
e.g., /baba/). There were a total of 45 catch trials, representing ap-
proximately 20% of all experimental trials.

During Production, participants were instructed to listen to and re-
peat the 225 disyllabic nonwords. As this task requires vigilance and a
response, no catch trials were included. Two research assistants who
were blind to the stimuli independently transcribed all recorded re-
sponses to the international phonetic alphabet (IPA). There was agree-
ment between the two judges in 87.7% of all trials. In case of a
disagreement, a third research assistant transcribed the response.

Each taskwas presented over the course of 3 functional runs. Each of
the three Perception runswas composed of 75 experimental trials inter-
leaved with 65 "jittered" short silence (rest) intervals and 15 Catch tri-
als. Each of the Production runswas composed of 75 experimental trials
interleaved with 45 short silence (rest) intervals. Within each run, the
order of the conditions and the number of rest trialswere optimally ran-
domized for event-related designs using OPTseq2 (http://surfer.nmr.
mgh.harvard.edu/optseq/). To avoid item-specific effects, two versions
of the experiment were created (A, B). The stimuli used in Perception
runs in Version A were used in Production in experiment B, and vice
versa. Half participants underwent experiment version A and the
other half underwent experiment version B.

Image acquisition

A 4T 8-coil Bruker system at the University of Trento was used to ac-
quire high-resolution anatomical and functional data for each partici-
pant. Structural scans were acquired with a 3D T1-weighted MP-RAGE
sequence (TR/TE=2700/4 ms, flip angleSD = 7°, isotropic voxel
sizeSD = 1 mm3, matrix = 256 × 224; 176 sagittal slices). Two
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structural volumes1were obtained for all but two participants and aver-
aged to allow more accurate image processing.

Single-shot EPI BOLD functional images were acquired using the
point-spread-function distortion correction method (Zaitsev et al.,
2004) and a standard sparse sampling acquisition whereby each vol-
ume was followed by 2 s during which the gradients are turned off
(the “silent period”) . (We do note however, that even in this relative si-
lence, the scanner environment still contains background noises, which
could impact performance). Each functional EPI run began with six
dummy scans to allow the magnetization to stabilize to a steady state.
825 functional images were acquired across 6 runs (TR/TE=3740/33
ms, 37 interleaved slices parallel to AC/PC, voxel size = 3 × 3 × 3.45,
gapSD= 0.2 mm; matrixSD= 64 × 64; 1740 ms of scan time followed
by 2000 ms of silence). All stimuli were presented during the silent pe-
riod, beginning 260 ms after the end of the volume acquisition to avoid
temporal masking. There were three runs of Perception, and three runs
of Production. In the Perception runs, 150 volumes were acquired in
~9 min, which included 75 experimental trials and 15 catch trials.
These 90 trials were interleaved with rest intervals of 3.74 to 14.96 s
with an average of 5.4 sec. In the Production runs, 125 volumeswere ac-
quired in ~8 min, which included 75 experimental trials interleaved
with rest intervals of 3.74 to 14.96 s with an average of 5.3 s. The trial
timing is presented in Fig. 1. The Perception runs were always carried
out first to avoid priming production mechanisms. A relatively long TR
was used to allow presentation of the auditory stimuli within a silent
period (gradients off), and to record the responses.
Data analysis

Behavioral data analysis
In the Perception task, participants were asked to press a button

whenever the syllable pair was identical. The number of correct re-
sponses, as well as the bias (d′) and sensitivity (c) (Macmillan and
Creelman, 1991) was calculated for each run and entered in a
repeated-measure ANOVA with Run (1, 2, 3) as the within subject-
factor to examine whether accuracy varied as a function of time.

In the Production task, accurate responses were defined as those in
which participants repeated the correct nonword. However, we did
not consider as errors those cases in which participants substituted
open/closed /ə/ and open/closed /o/ vowels, as there is some freedom
in the usage of these vowels in Italian (Bertinetto and Loporcaro,
2005). To examine the distribution of errors, we examined the pho-
nemes that were mispronounced in a subset of the recordings (run 2).
Phonemes were divided into 6 classes: vowels, plosives (/p/, /b/, /t/, /
k/, /b/, /d/), fricatives (/f/, /v/, /s/, /ʃ/, /v/, /z/), nasals (/m/, /n/, /ɲ/),
approximants (/l/, /j/, /w/, /ʎ/) and trills (/r/). A repeated-measure
ANOVA was conducted on the number of errors with Run (1, 2, 3) as
thewithin subject-factor to examinewhether accuracy varied as a func-
tion of time.

To determinewhether the syllable statistics affected speech produc-
tion accuracy, we examined the relation between FS1, FS2 and M1 and
response accuracy. The percentage of accurate responseswas calculated
for low and high FS1 nonwords, low and high FS2 nonwords, and low
and high MI nonwords using a median split procedure. The percentage
of accurate responses was then compared, using single-tailed paired-
sample t-tests. Unilateral tests were used because we hypothesized,
based on the literature, that higher syllable frequency or MI would re-
sult in increased accuracy.
1 One of the T1-weighted MP-RAGE sequence was optimised for signal-to-noise ratio
(SNR) in gray matter and the other was optimized for gray-white matter contrast-to-
noise ratio (CNR). CNR is a summary of both SNR and contrast. It is the difference in SNR
between two relevant tissue types (e.g., gray and white matter).
MRI data analysis

Pre-processing.All datawere converted to the AFNI file format, and visu-
ally inspected for artefacts. All time series were spatially registered to
the end of the third functional run (occurring half-way through the ex-
periment), motion-corrected, time-shifted, de-spiked and mean-
normalized using AFNI (Cox, 1996). All functional volumes acquired
during excessivemotion, defined as N1mm,were excluded from the re-
gression model using AFNI's censor function.

Individual-level analysis. For the Perception task, separate regressors
were created for each participant for the experimental and catch trials.
For Production, separate regressors were created for each participant
for the correct and incorrect trials (regressors for incorrect trials were
not considered in this work). To detect areas where the BOLD signal
magnitude was modulated by the statistical properties of the stimuli,
three amplitude-modulated parametric regressors were included in
the statistical model. This analysis method identifies brain regions
where BOLD amplitude varies with a continuous independent variable
and can be used in event related designs (implemented via AFNI pro-
grams 1dMarry, and 3dDeconvolve with the stim_times_AM2 option).
The independent variables thatwere included tomodel BOLD responses
were the log frequency of the first syllable in the nonword (FS1), the log
frequency of the second syllable (FS2) and the pointwise mutual infor-
mation of the syllable-pair (MI). Additional regressors were the mean,
linear, and quadratic trend components, and the 6 motion parameters
(x, y, z and roll, pitch and yaw). The basis function used to fit our statis-
tical model and BOLD signal was a 1-parameter (fixed-shape regres-
sion) block shape (AFNI model BLOCK of length 3.74 s [corresponding
to trial duration]). The regression model was fit after concatenating
the time series of all runs into a single time series (i.e., we did not esti-
mate regression coefficients per run and then average those by
condition).

We used SUMA (Saad et al., 2004) to import each participant's corti-
cal surface representations created with the Freesurfer software pack-
age (Dale et al., 1999; Fischl et al., 1999, 2004) into the AFNI 3D space
and to project the results of the first-level (single-subject) analysis
from the 3D volumes onto the 2D surfaces. Results of thefirst-level anal-
ysis were smoothed on the surface to achieve a target smoothing value
of 6 mm using a Gaussian FWHM filter, and group-level analyses of the
entire cortical surface were conducted on this 2D surface representa-
tion, as analyses in surface space achieve better cortical alignment par-
ticularly in perisylvian regions (Argall et al., 2006; Desai et al., 2005).

To analyze functional data within subcortical structures, in parallel
to the surface analyses, we conducted a volume analysis. Prior to the re-
gression analysis, a moderate spatial smoothing was applied to the
functional data (3 mm FWHM Gaussian filter), in order to prevent re-
duction of signal in small subcortical regions by volume averaging
with larger surrounding regions of inactivity such as the white matter
(Crosson et al., 2003). The anatomical and functional datasets were
then spatially normalized to the MNI TT_N27 template using the 12-
parameter affine transform implemented in AFNI (@auto_tlrc program).
The T1 image was first normalized to the template, and then the T2 im-
ages were normalized to the normalized T1 images. The same regres-
sion procedure was used to generate within-subject statistical images
for each of the conditions for both the surface and volume data.

Group-level voxel-wise analyses. As a validity check, we examined the
core network for the Perception and Production of nonwords by
conducting a one-way repeated measures ANOVA on the BOLD signal,
with task as the within-subject factor (Perception, Production correct
trials only). This analysis constituted a validity check for the paradigm
and data and was expected to reveal well-established lateral temporal,
pre-motor and inferior frontal regions.

The first analysis examined the relationship of each of the statistics of
interest (FS1, FS2, MI) and BOLD signal magnitude using a series of



Fig. 1. Schematic representation of trial structure for the perception task (A) and the production task (B). Note that experimental trials were interspersed with “rest” intervals.
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contrasts. Thesewere examined byfirst averaging data (Beta coefficients)
from the Perception and Production tasks to maximize power, and then
separately for each of the two tasks (for Production, only correct re-
sponses were included). These analyses generated six statistical maps
identifying brain regions that track these probabilistic features, in the
two tasks. Second, to identify differences in neural systems that track
FS1 and FS2, within each task we compared the regression values of FS1
and FS2. This analysis addressed the theoretical question presented in
the introduction of whether the purported impact of FS1 would qualita-
tively differ than that of FS2, as the latter may reflect responses already
conditioned on the information provided by FS1. Finally, we computed a
series of contrasts evaluating the impact of task on the differences be-
tween the FS1, FS2 and MI metrics. These task effects were directly com-
pared across statistics using two high level interaction contrasts
[((ProductionFS1–ProductionFS2)–(PerceptionFS1–PerceptionFS2)) and
((ProductionFS1–ProductionMI)–(PerceptionFS1–PerceptionMI))]. The
purpose of these was to evaluate whether language statistics have differ-
ent impact depending on the task used.

All the analyses were corrected for multiple comparisons to limit
false-positive (Type 1) errors. For the surface results, the Monte Carlo
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simulation procedure implemented in Freesurfer was used to identify
significant clusters of activated vertices,with a relatively-liberal individ-
ual vertex threshold of p b .01, corrected for multiple comparisons to
achieve a family-wise error (FWE) rate of p b .05 (representing a cluster
size of ≥ 96 vertices). For the volume analyses, the AFNI program
3dClustSim was used to achieve the same level of correction (clusters
≥ 9 voxels [243 mm]). Given a sample size of 20 participants, a voxel-
level correction of .01 provides us with a power of .8 to detect medium
to large effect sizes (dSD= .76), thereby balancing out Type I and Type
II errors (for a discussion on this topic, see Bennett et al., 2009).

Results

Catch trials

The results for the Catch trials in Perception revealed a high mean
accuracy (92.07±6.31%; Run 1: 91.5%, Run 2: 91%, and Run 3: 90%),
with a range of 69–97.8%, which shows that all participants were
awake and alert during the Perception task. The distribution of re-
sponses (in terms of hits, false alarms andmisses) is illustrated in Inline
Supplementary Fig. S1A. We also calculated measures of sensitivity
(overall d′SD = 3.88±.47, Run 1: 3.53, Run 2: 3.59 and Run 3: 3.53)
and bias (overall cSD = .44±.17; Run 1: .32, Run 2: .33 and Run 3:
.34). We examined if these two indexes varied as a function of Run.
For sensitivity, we found that it did not (F(2,44)SD = .177, pSD = .839,
η2SD = .008), and the same was found for bias (F(2,44)SD = .14,
pSD = .87, η2SD = .006).

Inline Supplementary Fig. S1 can be found online at http://dx.doi.
org/10.1016/j.neuroimage.2016.05.018.

Speech production errors

The overall accuracy level for nonword repetition in Production con-
dition was 68.2±9% (Run 1: 67.36%, Run 2: 69.96%; Run 3 65.33%). To
examine these errors in more detail, we coded a subset of the data
(Run 2) for error types. This analysis revealed that 35% of all errors oc-
curred on vowels and 65% on consonants. 62% of all errors occurred
on the first syllable and 38% on the second. The distribution of errors
is illustrated in Inline Supplementary Fig. S1B, C and D.

To examinewhether distributional statistics (FS1, FS2,MI) had an ef-
fect on nonword repetition accuracy, a series of t-tests was conducted,
which revealed a facilitatory impact of FS1 (high N low) on accuracy
(t(21)SD = 3.15, pSD= .0048; Cohen's dSD = 1.3), with a mean differ-
ence of 2.9%. No effect of FS2 or MI on accuracy was found. In summary,
consistent with our hypothesis, there were fewer errors for the produc-
tion of nonwords when FS1 was higher.

Core speech network

The core network for listening to and repeating disyllabic nonwords
(as well as the overlap for listening and repeating) is shown in Inline
Supplementary Fig. S2. Bilateral supratemporal, dorsal anterior insula
(AI), lateral and medial premotor areas, cerebellum (mainly lobules V,
VI, VII) and striatumwere engaged during both Perception and Produc-
tion, with more widespread activation for production than perception.
Importantly, both Production and Perception were associated with ac-
tivity not only in the supratemporal plane bilaterally, but also the left
ventral premotor region and SMA.

Inline Supplementary Fig. S2 can be found online at http://dx.doi.
org/10.1016/j.neuroimage.2016.05.018.

Independent impact of FS1, FS2 and MI on the BOLD signal

Our main goal was to examine the impact of the three different syl-
lable distributional statistics on brain activity during the perception and
the production of nonwords. Most activationswere found at the level of
the cortex. As can be seen in Fig. 2, most regions were sensitive to only
one of the distributional statistics.

Among the three distributional statistics that we investigated, FS1
was associated with the strongest and most widespread effects on the
BOLD signal, with cortical regions showing a significant effect extending
over a total surface of 4077 mm2 in the overall analysis (i.e., collapsing
over task). In the vast majority of the regions identified, higher FS1
was associated with lower activity — that is, most effects reflected the
expected negative correlation between BOLD amplitude and (log) sylla-
ble frequency. As shown in Inline Supplementary Fig. S3 and Table S1
(which detail FS1 effects), negative correlations were found in the left
ventral precentral gyrus, in the bilateral transverse temporal gyrus
and sulcus (TTG, TTS), as well as in several parietal regions, including
the bilateral precuneus, the bilateral dorsal postcentral sulcus/gyrus
(PCG) and the bilateral superior parietal lobule. Interestingly, other
brain regions showing negative correlations with FS1 included medial
areas including the posterior, middle-section and anterior cingulate
gyrus not typically associated with speech processing or production.

Inline Supplementary Fig. S3 and Table S1 can be found online at
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018.

In contrast to FS1 (see Inline Supplementary Fig. S4 and Table S2),
the overall FS2 effects on BOLD signal were extremely circumscribed,
extending over a cortical area of only 108 mm2 at the group level
(same correction threshold as the FS1 analysis). Some of the correla-
tions were some positive and some negative correlations. The overall
analysis (shown in Fig. 2) identified negative correlations in the left
supratemporal plane and positive correlations in few other brain
regions.

Inline Supplementary Fig. S4 and Table S2 can be found online at
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018.

The overall MI effects were negative (with an exception of a small
cluster on the right superior frontal sulcus) (see Inline Supplementary
Fig. S5 and Table S3). That is, as expected, higher MI was linked to
lower BOLD signal. These effects were less spatially circumscribed
than those of FS2, but not as widespread as the FS1 effects, covering a
surface area of 1771 mm2 at the group level corrected maps. Areas
showing this pattern in the overall analysis included parts of the bilater-
al ventral central sulcus/precentral gyrus/postcentral gyrus, left posteri-
or STS, right ventral precentral sulcus, right PT, and bilateral posterior
insula.

Inline Supplementary Fig. S5 and Table S3 can be found online at
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018.

An examination of the relative overlap of these effects (see Fig. 2)
points to the left and right supratemporal plane as convergence centers
for sensitivity to these distributional statistics. In particular, in right supe-
rior temporal plane (Transverse Temporal Sulcus; TTS) we find overlap-
ping effects of FS1 and FS2, as well as overlaps of FS1 and MI. In the left
hemisphere, overlap of FS1 and MI effects were found in the medial
TTG/posterior insula and PT. No other brain region showed overlap of ef-
fects. Focusing on these areas that tracked FS1 and MI in the
supratemporal cortex, we derived for each participant the mean Beta for
FS1 and MI (separately for the left and right supratemporal cortex). For
the right hemispherewe found that participants thatweremore sensitive
to FS1 were also more sensitive to MI (Pearson's rSD = 0.54, p ≥ .05).
However, this correlation was not significant for the left hemisphere.
Thismight suggest a common computation in right supratemporal cortex
underlying both FS1 and MI effects.
Differences between FS1 vs. FS2 within and across task

To quantify the differences between FS1 and FS2, we first contrasted
the overall FS1 and FS2 beta values (see Fig. 3 and Table 1A). Next, we
examined the overlap between the statistics separately for each task
(Fig. 4AB), and, finally we contrasted the FS1 and FS2 beta values within
each task (Fig. 5AB and Table 1BC).

http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018
http://dx.doi.org/10.1016/j.neuroimage.2016.05.018


Fig. 2. Group-level correlations between FS1, FS2 and MI and brain activation. Corrected group results for each statistic and relative overlap are shown on the group average smoothed
white matter unfolded lateral and medial surfaces.
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When collapsing across the two tasks (Fig. 3) in all cases of signifi-
cant differences, correlations were negative for FS1 and positive for
FS2 (the opposite patternswas not found). Large clusterswere found bi-
laterally in the precuneus, left TTG, right PT and the central sulcus
bilaterally.
Fig. 3. Group-level differences between FS1 and FS2 collapsed across tasks. Corrected group res
surfaces.
When examining each task separately, for speech perception
(Figs. 4A and 5A), we found several areas showed more negative corre-
lations for FS1 than FS2, including the IPS bilaterally, left pericallosal sul-
cus, left posterior insula and left PCG. For speech production (Figs. 4B
and 5B), we found several regions where correlations were more
ults are shown on the group average smoothed white matter unfolded lateral and medial



Table 1
FWE-corrected whole brain results for FS1-DS2 contrasts, overall (A), for Speech Perception only (B) and for Speech Production only (C). Coordinates are in MNI space and represent the
peak surface node for each of the cluster (FWE: pSD= .01, minimum cluster size: 96 contiguous surface nodes, each significant at p ≥ 0.05). Cluster size is calculated in number of surface
nodes, and area is in mm2.

Effect Region Hemi x y z Number of
nodes

Total
area

Max t Cohen
d

Max p

A. FS1-FS2 Precuneus Left −6 −62 38 979 238.88 −5.05 2.32 ≤0.0001
Fusiform gyrus and inferior occipital gyrus and sulcus Left −37 −71 −15 231 63.85 −3.96 1.82 0.0008
Central sulcus Left −29 −30 53 197 63.27 −4.67 2.14 0.0002
Subparietal sulcus Left −9 −40 39 178 56.33 −4.19 1.92 0.0005
Transverse temporal gyrus Left −41 −23 5 144 54.92 −4.27 1.96 0.0004
Superior frontal sulcus Left −16 41 43 106 44.88 −3.69 1.69 0.0016
Angular gyrus and superior temporal sulcus Left −41 −79 40 213 40.81 −3.34 1.53 0.0034
Medial superior frontal gyrus Left −7 −16 64 133 32.49 −3.73 1.71 0.0014
Superior temporal sulcus Left −43 −65 17 96 18.84 −3.58 1.64 0.002
Precuneus and subparietal sulcus Right 5 −60 27 1416 432.06 −4.16 1.91 0.0005
Transverse temporal gyrus and lateral fissure Right 38 −28 14 451 144.72 −6.02 2.76 ≤0.0001
Central sulcus Right 49 −12 30 274 73.18 −4.70 2.16 0.0002
Planum temporale Right 57 −36 19 127 53.66 −3.98 1.83 0.0008
Medial superior frontal gyrus Right 7 55 −10 108 46.06 −4.19 1.92 0.0005
Pericallosal sulcus Right 3 8 27 96 45.26 −4.08 1.87 0.0006
Posterior ventral cingulate gyrus Right 9 −46 10 134 31.56 −3.49 1.60 0.0025
Subcentral gyrus and sulcus Right 63 −9 19 116 31.11 −3.38 1.55 0.0032
Postcentral gyrus Right 33 −29 65 121 30.09 −4.30 1.97 0.0004

B. FS1−FS2: speech perception Intraparietal sulcus Left −28 −57 42 341 99.46 −4.75 2.18 0.0001
Pericallosal sulcus Left −4 9 27 185 74.16 −4.41 2.02 0.0003
Pericallosal sulcus Left −5 −13 32 190 49.54 −3.47 1.59 0.0026
Posterior ventral insula Left −40 −25 3 109 40.65 −3.74 1.71 0.0014
Postcentral gyrus Left −48 −17 56 113 29.86 −3.98 1.83 0.0008
Middle frontal gyrus Left −30 6 58 103 25.96 −5.48 2.51 ≤ 0.0001
Pericallosal sulcus Right 3 −20 26 466 139.70 −4.72 2.17 0.0001
Precentral gyrus Right 33 −20 66 105 34.58 −3.93 1.80 0.0010
Intraparietal sulcus Right 38 −54 41 115 25.62 −4.80 2.20 0.0001

C. FS1−FS2: speech production Precuneus and subparietal sulcus Left −7 −52 47 968 221.67 −4.02 1.84 0.0007
Angular gyrus Left −41 −70 37 265 51.08 −3.79 1.74 0.0013
Fusiform gyrus and medial occipito−temporal sulcus Left −26 −59 −13 109 44.10 −4.09 1.88 0.0006
Central sulcus Left −28 −31 57 105 33.53 −3.59 1.65 0.0019
Medial occpito−temporal sulcus Left −28 −70 −12 137 33.17 −3.73 1.71 0.0014
Medial superior frontal gyrus Left −7 −16 65 131 32.51 3.80 1.75 0.0012
Inferior frontal gyrus pars opercularis Left −36 16 13 97 22.19 4.21 1.93 0.0005
Posterior lateral fissure Right 32 −28 13 541 172.83 −5.42 2.49 ≤0.0001
Posterior lateral fissure Right 33 −21 21 153 46.13 −3.35 1.53 0.0034
Superior temporal sulcus Right 46 −39 11 146 40.36 4.00 1.83 0.0008
Supramarginal gyrus Right 50 −36 48 163 30.42 4.14 1.90 0.0006
Superior temporal gyrus Right 65 −33 9 125 25.75 -4.19 1.92 0.0005
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negative for FS1 than FS2, including the right posterior lateral fissure,
right STG, left angular gyrus and posterior STS, left precuneus and the
left central sulcus. The reverse pattern was also found (positive correla-
tions with FS1 and negative correlations with FS2) but only in three re-
gions, the right SMG, the right STS and the left ventral portion of the
posterior IFG.

Inline Supplementary Figs. S3BC, S4BC and S5BC illustrate the effect
of each of the statistics separately for Speechperception andProduction.

Task modulation of the effects of FS1, FS2 and MI

Because one of our aims was to understand whether the impact of
distributional statistics on brain activity is modulated by the task, we
also examined whether there were task differences in the relationship
between FS1, FS2 and MI with BOLD. As shown in Fig. 6A and detailed
in Table 2A, for FS1, task differences in magnitudes or signs of correla-
tions were found in several cortical regions, but none in subcortical
areas or in the cerebellum. In several regions, a negative relationship be-
tween FS1 and BOLD signal existed during Production, while a signifi-
cant positive relationship (or no relationship) was found during
Perception. This pattern was found in the bilateral dorsal central sulcus,
left anteriormedial frontal gyrus, right Sylvian fissure, and right anterior
cingulate gyrus/sulcus. Thus, several regions showed facilitatory effects
of FS1 but only during speech production. A task effect in the opposite
direction (i.e., with a significant positive correlation between BOLD
and FS1 in Production and a significant negative correlation in
Perception, or no relationship) was found in the right anterior dorsal
insula (Fig. 6A), the right IPS, right angular gyrus and right ventral IFG
(not shown in the figure).

For FS2, we found very circumscribed task differences (not shown in
Figure, but see Table 2B). These were limited to the left superior occip-
ital sulcus, where the beta values for Production were more negative
than those for Perception.

Finally, forMI (Fig. 6B and Table 2C), we found task differences in the
bilateral medial prefrontal cortex/anterior cingulate gyrus and right PT.
In all regions, MI values during Production were significantly negative,
while they were not significantly different from zero during Perception
(see Fig. 6B for details of sample cluster in anterior cingulate). Thus, for
the production task we found greater sensitivity to MI, in the predicted
facilitatory direction, within these regions.

As discussed above, we found evidence suggesting that FS1 effects
were more widespread than FS2 effects when collapsing across tasks.
In a final analysis, we evaluated whether the differences between the
statistics were themselves impacted by task. We compared task effects
across statistics (FS1 vs. FS2, and FS1 vs. MI) using appropriate contrast
terms (see Methods). As shown in Fig. 6C, significant task effects on the
difference between FS1 and FS2were found in the bilateral IPS, right an-
terior insula and right SMG. In all regions, the differencewas positive for
Production (FS1NFS2) but negative or non-significant for Perception.
Significant interactions were also found between FS1 and MI in the
right anterior insula (ventrally and dorsally) and left temporal pole
(not shown in the Figure). As can be seen in Fig. 6D, in the insular



Fig. 4.Group-level correlations between FS1, FS2 andMI andbrain activation, shown separately for speech perception and speech production. Corrected group results for each statistic and
relative overlap are shown on the group average smoothed white matter unfolded lateral and medial surfaces.
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regions, the difference was positive for Production (FS1NMI) but nega-
tive or non-significant for Perception. In the temporal pole (not shown
in the figure), the difference between FS1 and MI was negative in Pro-
duction (FS1NMI) and non-significant during Perception.

To conclude,we found evidence of task differences on the processing
of FS1 and MI, with a dominant pattern being greater sensitivity to sta-
tistics during speech Production. In addition, we found evidence that
the difference between FS1 and FS2 correlates could themselves be
task-related; such effects were found outside the supratemporal plane
(IPS, bilaterally, left SMG, left insula).

Discussion

In the present study we used fMRI to conduct the first examination
of theneurobiological correlates of three distributional statistics.We ad-
dressed this question using two different speech tasks and a trial-by-
trial fMRI analytical approach.We found that the adult brain is sensitive
to each of these distributional statistics. Furthermore, relatively distinct
patterns of activation were found for each statistic, with the patterns
found for FS1 andMI strongly supportive ofmechanisms of distribution-
al knowledge in the superior temporal cortex. Beyond these core find-
ings, we identify three other important results: (1) though sensitivity
was found for each statistic, the frequency of the first syllable (FS1)
had the strongest facilitatory impact on BOLD signal, regardless of
task, (2), most of the areas showing sensitivity to statistics were found
within the ‘core’ speech system, but the majority of regions within
that systemwere not sensitive to statistics, (3) sensitivity to syllable sta-
tistics showed task specificity within and outside the speech network.

Distributional knowledge in the syllabic domain

As reviewed in the introduction, there has been relatively limited
neuroimaging work focusing on the brain regions or activity patterns
linked to syllable distributional statistics as they occur in natural lan-
guage (i.e., extracted from language corpora). Neuroimaging studies of
biphone distributions have implicated the left IFG, with increased activ-
ity for more frequent phoneme pairs in a study using auditory words
and a nonword detection task (Vaden et al., 2011b). However, an
ECoG study has implicated the left supratemporal cortex in representing
backward and forward transition probabilities between biphonemes
(Leonard et al., 2015), and sensitivity to phoneme predictability has
also been shown in MEG work focusing on left temporal cortex
(Ettinger et al., 2014) Neuroimagingwork examining syllable level cod-
ing (Carreiras and Perea, 2004; Riecker et al., 2008) has mainly used



Fig. 5. Group-level differences between FS1 and FS2. (A) for speech perception alone; (B) speech production alone. Cortical activations are shown on the group average smoothed white
matter unfolded lateral and medial surfaces. The bar charts illustrate the different beta values for FS1 (black bars) and FS2 (gray bars) in two of the regions identified on the whole-brain
maps.
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writtenwords, where syllable-frequency effects may reflect amix of or-
thographic and phonemic processes, and returned inconsistentfindings.
An exception is a study that evaluated the correlates of co-occurrence
frequency of syllable and phonemes in spoken nonwords during covert
rehearsal (Papoutsi et al., 2009), which found lower activity for high-
frequency stimuli in left precentral gyrus, SMA and bilateral IFG, with
no regions showing the opposite pattern.

In light of this prior work, the current findings speak to several is-
sues. First, they demonstrate that natural syllable base-rate frequencies
are in fact tracked within the supratemporal cortex bilaterally (even
when other probabilistic cues, such as coarticulation, are not present),
particularly for FS1. Importantly, using whole-brain imaging, we
showed that frequency effects are not limited to the supratemporal cor-
tex, but are distributed across the cortex, including anterior and poste-
rior medial regions, and sensorimotor cortices. Third, the strong MI
effects, and relativelyweak FS2 effects, suggest that processing of simple
2-syllable nonwords relies extensively on the knowledge of bi-syllable
statistics, which is an outcome of long-term experience with a specific
language.We refer to this as distributional knowledge. Belowwe develop
each of these themes in detail.

Representations of syllable base-rates in the supratemporal cortex and
beyond

One of the most striking patterns we found was the almost uniform
negative correlation between FS1 and brain activity (we discuss taskdif-
ferences in Section 4.2). The fact that more frequently encountered
stimuli are more easily processed in the brain is a relatively well under-
stood phenomenon (Dehaene et al., 2015) and has been examined via
paradigms that manipulate frequency experimentally (Strange et al.,
2005) as well as in studies examining responses to more vs. less fre-
quent language stimuli (Cibelli et al., 2015; Frank et al., 2015; Fruchter
et al., 2015; Papoutsi et al., 2009). While this demonstration of the FS1
effect is, in and of itself, important for functional/computational models
of language (and consistent with our behavioral data), what is particu-
larly important for neurobiological theories underlying speech compre-
hension is the set of regions showing sensitivity to FS1 in the current
paradigm, and the difference between the FS1 and FS2 effects. FS1 ef-
fects were found in the supratemporal cortex bilaterally (posterior
TTG, TTS and nearby PT) as well as middle frontal and posterior midline
regions, withmoremodest involvement of the IFG and PCG (thoughwe
found effects in both; see Fig. 2, and Inline Supplementary Figs. S3 and
S4). These statistical maps subsume but are more extensive than those
reported in prior findings, which reported either inferior frontal regions
(Papoutsi et al., 2009; Vaden et al., 2011b), or left temporal regions
(Cibelli et al., 2015) (the latter study examining only left temporal
cortices).

A number of prior neuroimaging studies have suggested that ab-
stract coding of syllable or phonetic identity is performed in left IFG,
as well as lateral temporal regions. Using electrical stimulation map-
ping, Boatman et al. (Boatman et al., 1995) showed that direct stimula-
tion of posterior-STG, mid-STG and left IFG introduce phonetic
discrimination errors. Other work has shown that phonetic features
such as place of articulation or voicing are tracked in the supratemporal
cortex and nearby insula (Arsenault and Buchsbaum, 2015). Using a
categorical-perception paradigm, Lee et al. (2012) reported evidence
for categorical phonetic processing in left IFG and pre-SMA. Evans and
Davis (2015), using a multivariate analysis, showed that somatomotor
cortex (pre- and post-central gyri), but also bilateral mid-posterior
STG and middle temporal gyrus (MTG), tracked syllable identity. How-
ever, in that last study areas around the primary auditory cortex did not
track syllable identity but were driven by lower level acoustic features.
In contrast, here we identified FS1 and MI effects around medial TTG/
TTS bilaterally.

Other evidence for involvement of supratemporal regions in track-
ing frequency of auditory segments comes from a recent ECoG study
by Cibelli et al. (2015). While limiting its scope to left temporal regions,
that study showed that during the unfolding of auditory stimuli (words
and nonwords), neural activity at each point in time tracks the cohort
size in the lexicon thatmatches the input until that point (i.e., the num-
ber of words [unique entries] in the lexicon matching the phonemes
heard up to a given point). These regions also tracked the average co-
hort frequency (the mean frequency of words in the lexicon matching
the phonemes heard up to a given point). Importantly, in both mid-
and anterior-STG electrodes, stimuli with greater cohortswere associat-
ed with lower activity, suggesting less activation for more frequently
encountered inputs. This was taken by the authors to suggest that



Fig. 6.Group-level task differenceswithin and across statistics. (A) Task differences in FS1, (B) task differences inMI, (C) Task differences in FS1 vs. FS2, and (D) Task differences in FS1 vs.
MI. Cortical activations are shown on the group average smoothed whitematter unfolded lateral andmedial surfaces. The bar charts (i, ii) in panels A and B illustrate task differences for a
subset of the regions identified on the whole-brain analyses. The bar charts in panels C and D (iii, iv, v) show the magnitude of difference between statistics, separately for each task.
Asterisks indicate a significant difference against zero.
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“lexical competition and selection are encoded along the pathway of the
auditory ventral stream, and do not exclusively rely on connections
from other brain regions.” (p. 73). Similar findings were reported in
anMEG study by Ettinger et al. (2014). Our findings for FS1 are strongly
consistent with these conclusions.

We also found FS1 effects in the posterior cingulate (pCing) —
typically not reported in speech perception tasks (Vigneau et al.,
2006) and even when reported, its activity is typically not interpreted
(e.g., Chang et al., 2009; Deschamps and Tremblay, 2014). Yet, the
pCing has been implicated in phoneme discrimination, along with pos-
terior left IFG (Zatorre et al., 1996). Given that this region is a core node
of the default mode network (Mazoyer et al., 2001; Raichle et al., 2001),
its involvement in speech-related manipulations (e.g., processing of
speech in noise) has been interpreted as reflecting a general function
such as a switch in allocation of resources (Golestani et al., 2013). How-
ever, its involvement in the current study is of a different nature as we
capture a parametric manipulation that is independent of gross sensory
manipulations.

Whereas the findings for FS1 are largely consistent with prior ECoG
and neuroimaging studies, we found a different pattern of results when
examining FS2 (which should be considered together with the MI ef-
fects described below). In only one region, the right TTS, did we find a
negative correlation between brain activity and FS2, whereas several re-
gions showed a positive correlation. A direct contrast between FS1 and
FS2 identified several regions, all of which showedmore negative corre-
lations for FS1 than FS2.When probing formean regression slope values
in several of these clusters we found statistically significant negative
BOLD/frequency slopes for FS1, but not FS2.

These differences between the neurobiological correlates of FS1 and
FS2 suggest that the extensive frequency-related effects found for FS1
do not reflect a bottom-up, context-independent correlate of syllable
frequency. If that were the case, similar effects would have been found



Table 2
FWE-correctedwhole brain results for task differences (speech production–speech perception) for FS1 (A), FS2 (B) andMI (C). Coordinates are inMNI space and represent thepeak surface
node for each of the cluster (FWE: pSD= .01, minimum cluster size: 96 contiguous surface nodes, each significant at p ≥ 0.05). Cluster size is calculated in number of surface nodes, and
area is in mm2.

Effect Region Hemi x y z Number of
nodes

Total area Max t Cohen d Max p

A. FS1 Central sulcus Left −14 −35 67 322 94.80 −5.06 2.32 0.0001
Medial superior frontal gyrus Left −9 61 12 220 56.69 −4.27 1.96 0.0004
Anterior insula Right 33 20 0 373 132.76 5.55 2.55 0.0000
Intraparietal sulcus Right 35 −61 44 261 64.68 3.45 1.58 0.0027
Intraparietal sulcus Right 41 −38 41 278 47.51 4.14 1.90 0.0006
Transverse temporal gyrus and lateral fissure Right 38 −26 11 122 38.20 −3.58 1.64 0.0020
Central sulcus Right 22 −31 67 126 35.37 −3.80 1.74 0.0012
Inferior frontal gyrus pars triangularis Right 43 25 9 104 30.08 3.39 1.56 0.0030
Anterior cingulate gyrus and sulcus Right 13 41 −1 116 28.60 −3.61 1.66 0.0019
Intraparietal sulcus Right 33 −44 41 98 17.76 3.58 1.64 0.0020

B. FS2 Superior occipital sulcus Left −26 −75 19 105 42.50 −4.05 1.86 0.0007
C. MI Medial prefrontal cortex (superior frontal gyrus) Left −9 55 21 533 207.91 −4.88 2.24 0.0001

extending into the anterior cingulate gyrus
Anterior cingulate gyrus and sulcus Right 13 40 20 159 71.10 −4.08 1.87 0.0006
Planum temporale Right 56 −36 18 112 45.34 −3.99 1.83 0.0008
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for FS2 as well.2 Rather, such effects are best thought of as utilization of
prior (lifelong) distributional knowledge, (which is acquired through
prolonged experience with a specific language), during processing of
FS1, in the absence of any constraining prior phonetic context. In con-
trast, once the first syllable has effectively established a context, then
the long-termmutual constraints between syllables play an increasingly
important role, impacting the processing of the second syllable. Our ac-
count is consistent with prior explanations for the increased processing
associated with word-initial syllables. In EEG studies, word-initial sylla-
bles are typically responded to more strongly than later ones
(e.g., Astheimer and Sanders, 2011), and this has been interpreted in
terms of paying attention to less-predictable segments of speech
stimuli.

Representation of constraints
Our findings for pointwise Mutual Information (MI) speak to the

neurobiological representation of mutual constraints between
syllable-pairs that is independent of their base rate. MI reflects the
(log) ratio between two events' joint probability (their collocation)
and the product of their probabilities [P(a,b) / (P(a) ∗ P(b)) ]. Note
that MI can be formulated as [P(a|b) / P(a)]SD = [P(b|a) / P(b)];
i.e., it can be interpreted as indicating the additional information provid-
ed by one stimulus about the other, independent of the latter's base rate.

Several prior neuroimaging studies that have used simple artificial
grammars have implicated perisylvian regions in coding statistical con-
straints between tonal, non-speech or non-lexical auditory stimuli
(Karuza et al., 2013; McNealy et al., 2006; Tobia et al., 2012; Tremblay
et al., 2013a). In several of those, the manipulation of transition proba-
bility was implemented while keeping the base-rates identical, mean-
ing that greater transition probability amounted to greater MI
(McNealy et al., 2006; Tobia et al., 2012; Tremblay et al., 2013a).
Other studies have more specifically targeted long-term distributional
knowledge, identifying many of the same regions. Leonard et al.
(2015) used ECoG to evaluate correlates of phonotactic transition prob-
abilities (TP) as estimated from corpora (in the left hemisphere only)
and found signatures for both forward and backward TP in the
supratemporal cortex. Similarly, Ettinger et al. (2014) used MEG to ex-
amine the neural correlates of phonotactic conditional probability
[P(current phoneme | prior phonemes)], and found such effects in
three predefined ROIs in the left hemisphere (MTG, STG, TTG). In a
study of adjective-noun combinations (Fruchter et al., 2015), activity
in left lateral-temporal regions was negatively correlated with the
2 They do not reflect inattention to syllable 2: in the production task we analyzed the
correct repetitions of the entire stimulus, and the mutual information results provide an
independent index that syllable 2 was attended to.
frequency of both adjectives and nouns, and with the conditional prob-
ability, P(noun |adjective). We note, however, that in that latter study,
P(noun |adjective) was positively correlated with P(noun) and nega-
tively correlated with P(adjective), meaning that frequent nouns are
ones more likely to follow prior adjectives, and conversely, more fre-
quent adjectives are those followed by amore diverse cohort and there-
fore less predictive of any specific noun. As we noted in the Methods,
this makes it difficult to interpret conditional probability metrics in re-
lation to base-rate frequencies, and for this reason we used MI rather
than TP.

Our findings for MI revealed a relatively well-defined set of lateral
temporal, medial prefrontal and sensory-motor regions that negatively
correlated with MI. This suggests that these regions benefit from knowl-
edge of the syllable's co-occurrence patterns specifically, in a way that is
independent of their base rates. This network consisted of posterior TTG
bilaterally, right PT/TTS, right medial superior frontal gyrus and sulcus,
and bilateral sensorimotor regions (pre- and post-central gyri). In addi-
tion, for regions showing sensitivity to FS1 andMI (in right supratemporal
cortex) we found that participants who showed stronger sensitivity to
FS1 also showed stronger sensitivity toMI. Thismight point to a common
system that can take advantage of distributional knowledge in the audito-
ry domain. It is interesting that “surprisal effects” in the lexical domain
(i.e., unexpectedness of a word given prior context) do not appear to
share this spatial distribution. In recent work, Willems et al. (2015)
modeled the surprisal effect of lexical items given the recent past (defined
using a corpus-derived Markov model − log(P(Wt | W1…Wt−1)), and
found that correlations between brain activity and surprisal was found
in bilateral lateral temporal regions largely excluding the TTG/TTS, and
with only minor activity in the left PT (and no activity in left IFG). Thus,
it may be that MI effects found here speak more specifically to sublexical
processing, but this should be investigated in detail in future work.

Task modulation of the effects of FS1, FS2 and MI

As part of this study we examined the neurobiological correlates of
syllable distributional statistics during two speech tasks (passive listen-
ing of clear speech [nonwords] vs. listening to and repeatingnonwords).
As was expected, both tasks engaged large bilateral segments of the
frontal, temporal and insular cortices, as well as the striatum and cere-
bellum,with significant overlap across tasks in the supratemporal corti-
ces bilaterally as well as differences (see Inline Supplementary Fig. S2).
This is consistent with prior neuroimaging studies that provided evi-
dence supporting the notion that the mechanisms for perception and
production overlap at the level of the cerebral cortex, in both premotor
and auditory areas (Aziz-Zadeh et al., 2010; Buchsbaum et al., 2001;
Okada and Hickok, 2006; Tremblay et al., 2013b, 2013c; Tremblay and
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Small, 2011; Zheng et al., 2010), consistent with the notion of a bidirec-
tional influence of sensory and motor systems on perception and pro-
duction, and in line with a number of theoretical accounts (Liberman
et al., 1967; Liberman and Mattingly, 1985; Schwartz et al., 2010;
Skipper et al., 2007).

Perhaps surprisingly given the overlap between perceptual and
motor processes, sensitivity to syllable statistics, particularly FS1 and
MI, showed partially unique task-specificity. It is possible that differ-
ences in task demands were responsible for some of these effects,
with the speech production task being more difficult than the speech
perception task, requiring high concentration given the noisiness of
the environment and the required fast response rate. In contrast, the
speech perception task only requiredmonitoring the repetition of a syl-
lable within a nonword. Interestingly, task-sensitive statistical process-
ing was found within and outside the “core” speech network. This may
appear to challenge the notion of the perception/production unity.
However, these findings are actually consistent with the behavioral lit-
erature on lexical processing and production, which shows that the ef-
fect of syllable frequency is dependent upon the nature of the task.
Such studies have shown that for word production, the first syllable fre-
quency effect is facilitatory,meaning that it is negatively correlatedwith
response time (frequent syllables are produced faster than infrequent
syllables) (Levelt, 2001; Levelt et al., 1999). This has been taken to re-
flect the presence of a mental syllabary that would contain the motor
programs of the most frequent syllables in a language. In contrast, for
speech perception andword recognition, syllable frequency effects are in-
terfering,meaning thatwords containing frequent syllables are less rap-
idly recognized (e.g., Alvarez et al., 2000, 2001). And, as mentioned in
the Introduction, different tasks can impact the extent to which
sublexical frequency facilitates or interfered with task performance. It
is therefore clear that, behaviorally, at least the first syllable frequency
shows task-specific effects.

The finding of task differences in syllable distributional statistics is
also consistent with the finding that syllable complexity affects speech
perception and production in different ways. Tremblay and Small
(2011) found that syllable complexity, operationalized in terms of
presence/absence of a consonant cluster, modulated activation in the
premotor cortex during speech production but not during speech per-
ception. It has also been shown that stimulating the premotor cortex
only has an effect on complex speech perception task (Sato et al.,
2009), suggesting that, though shared, brain regions involved in speech
production may not be involved to the same degree during speech per-
ception, especially simple ones such as the one used in the present
study. In line with this idea, a recent meta-analysis has shown that
distorted speech processing overlaps with speech production in the
left pre-supplementary motor area and left anterior STS, but that re-
gions of overlap are circumscribed (Adank, 2012). Thus, together with
previous data, the current results suggest that the factors modulating
sensitivity to distributional statistics are, at least in part, task-specific,
and that, though perception and production appear to share at least
part of their neural circuits, those circuits may not be engaged to the
same extent or for the same purpose.

Alternatively, it is possible that access to underlying representations
and distributional knowledge is not implemented to the same extent
during Perception and Production. Correct performance on the speech
repetition task that we used required a highly precise processing of
complicated input (e.g., Trude and Brown-Schmidtab, 2005), as speech
is a complex and highly ambiguous signal. In contrast, correct perfor-
mance on the perception task necessitated less effort, only requiring
evaluating whether the stimulus contained a repeating syllable, which
could be correctly achieved with less detailed acoustic/phonetic
processing of the stimulus. It is possible that a principle of least effort
may apply, whereby people seek the strategy that requires the minimal
amount of work. In this view, only necessary operations would
be conducted on the speech signal, meaning that the detail of motor/
phonological representations may not be assessed in a simple passive
perception task. This still speaks to differences between perception
and production, but at a level that is not speechspecific but which per-
tains to the level of attention/manipulation required by the task. Finally,
in the current study, it is very likely that stimuli in the perception task
were misperceived on occasion, and therefore inaccurately modeled in
our analysis. This may have reduced the sensitivity of the Perception
task and could be, in part at least, responsible for task differences.

Based on previous studies, we expected tofind syllable frequency ef-
fects in the ventral premotor cortex during speech production, a region
in which speech sound maps are thought to be represented (Guenther,
2006; Guenther et al., 2006) and which is sensitive to syllable complex-
ity during speech production (Tremblay and Small, 2011). Specifically,
we expected the premotor cortex to show reduced activity for the pro-
duction of highly frequent syllables reflecting facilitated access to more
frequently used syllable motor programs. However, no effects for FS1,
FS2 or MI were found in this region. Instead, we found sensitivity to
FS1 in the anterior insula and IPS, as well as in the dorsal central sulcus.
For MI we found task effects in the medial prefrontal cortex bilaterally
as well as the in right PT. Though the insula is not usually associated
with the processing of statistical information, in a recent study from
our group, we found that for the left anterior insula, cortical thickness
was positively associated with greater sensitivity, across individuals,
to the statistical structure of syllable sequences (Deschamps et al.,
2016). A few functional neuroimaging studies have shown increased ac-
tivation in this region during speech perception in noise as compared to
non-degraded speech (i.e., without noise) (Adank et al., 2012; Poldrack
et al., 2001), potentially reflecting greater monitoring needs for less in-
telligible speech. A role for the anterior insula as a cognitive/executive
hub has been suggested (Chang et al., 2013; Menon and Uddin, 2010)
in which the anterior insula is involved in detecting salient events for
processing (Seeley et al., 2007). Consistent with this idea, in the current
study, the modulation of activation within the right anterior insula
could reflect different monitoring demands for speech perception and
production, as well as for different statistics, with some possibly more
salient than others. Further studies investigating the role of the insula
during speech perception and production under different conditions
(i.e., varying intelligibility and task difficulty systematically) are re-
quired in order to clarify the role of this region in speech and statistical
information processing.

Future directions

The current study suggests high sensitivity to syllable frequency and
mutual information, but the way in which language is organized offers
multiple perspectives on this issue. This is due to the fact that in language,
there exist interesting relationships between statistical properties of sin-
gle elements, conditional properties of pairs of elements, as well as even
more complex statistics or groups of elements (e.g., triads). For instance, a
more frequent syllable is defined by having a higher base rate frequency,
P(syl), but more frequent syllables may also be less restrictive of the co-
hort of syllables that tend to appear after them (cohort entropy;
Ettinger et al., 2014;Willems et al., 2015). For instance, in the Italian cor-
pus that we used, the correlation between the (log) syllable frequency
and cohort entropy (Shannon entropy of all immediately following sylla-
bles) is moderate but positive (Pearson's rSD = 0.58). While cohort ef-
fects appear to be weaker for nonwords than words (Cibelli et al.,
2015), differentiating the relation between frequency and other
information-theoretic features for sublexical stimuli is an important di-
rection for future work (see Willems et al., 2015 for a related neurobio-
logical study at the word level, and Cibelli et al., 2015 for modeling
approach at the phonemic level).

Another issue that could be explored in futurework iswhether there
are brain systems that are specifically sensitive to position information.
Asmentioned in theMethods section,we quantified overall syllable fre-
quency from corpus, but it is definitely the case that certain syllables
occur more frequently in certain positions within a word. To illustrate,
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when quantifying how frequently the syllables we used appear as the
first or second in Italian words, we found only a moderate correlation
between these values (Pearson's rSD= 0.40), speaking to relative posi-
tional asymmetry. It would therefore be interesting to know whether,
when controlled for base-rate frequency, there is additional sensitivity
specifically to positional frequency.

Finally, the role of coarticulation as providing predictive information
is an interesting future investigation. Natural speech production in-
cludes anticipatory planning, often reflecting anticipation that is driven
by quite remote future demands (Amerman et al., 1970; Daniloff and
Moll, 1968; Goffman et al., 2008; MacNeilage and DeClerk, 1969). This
phonetic information may offer additional information, which may or
may not be coded in the brain systems identified in the current study.
Summary and conclusions

We examined the neurobiological correlates of three different sylla-
ble distributional statistics during the perception and production of
nonwords: the first and second syllable frequency andmutual informa-
tion of syllable pairs. Increased frequency of the first syllable and greater
mutual information were associated with lower brain activity within
and outside cortical regions typically involved in language processing,
reflecting a facilitatory effect. By and large, most of the core speech net-
work was insensitive to sublexical statistics. Nevertheless, our findings
indicate that long-term distributional knowledge of syllable statistics,
learned through prolonged exposition to language, is represented
throughout a distributed set of regions, which includes the
supratemporal cortex, where the most overlap between the different
statistics was observed, as well as other frontal and parietal regions.
This suggests that future work examining both lifelong and short-term
distributional knowledge in the language domain could benefit fromex-
amining regions outside the perisylvian regions.

Supplementary data associated with this article can be found in the
online version, at http://dx.doi.org/10.1016/j.neuroimage.2016.05.018.
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